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Abstract: Line-field confocal optical coherence tomography (LC-OCT) is an imaging technique in which A-scans are acquired in parallel through line illumination with a broadband laser and line detection with a line-scan camera. B-scan imaging at high spatial resolution is achieved by dynamic focusing in a Linnik interferometer. This paper presents an LC-OCT device based on a custom-designed Mirau interferometer that offers similar spatial resolution and detection sensitivity. The device has the advantage of being more compact and lighter. In vivo imaging of human skin with a resolution of 1.3 μm × 1.1 μm (lateral × axial) is demonstrated over a field of 0.9 mm × 0.4 mm (lateral × axial) at 12 frames per second.
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1. Introduction

Line-field confocal optical coherence tomography (LC-OCT) is a recently introduced interferometric imaging technique, based on the time-domain version of optical coherence tomography (OCT) [1], with line illumination of the sample and line detection of the signal instead of point scanning and point detection as in conventional OCT [2]. LC-OCT produces B-scans from multiple A-scans acquired in parallel using a line camera. The focus is continuously adjusted during the scan of the sample depth, allowing the use of a high numerical aperture (NA) microscope objective to image with high lateral resolution. By using a supercontinuum laser as a broadband light source and balancing the chromatic dispersion in the interferometer arms, the axial resolution is similar to the lateral resolution, i.e. ~ 1 μm at a central wavelength of ~ 800 nm [2]. This is comparable to the best resolution reported so far in OCT at the same central wavelength [3].

The concept of line illumination of the sample in OCT to avoid lateral scanning of a light beam has also been implemented in frequency-domain OCT (FD-OCT). Several spectrometer-based line-field FD-OCT systems have been reported, allowing the acquisition of a B-scan in a single shot [4–7]. Line-field FD-OCT systems using a swept-laser source have also been developed, with advantages compared to spectrometer-based line-field FD-OCT, including reduced sensitivity roll-off and less influence of scattering crosstalk [8]. Three-dimensional imaging was achieved with swept-source line-field FD-OCT using commercially available components, with competitive sensitivity, speed, image contrast and penetration depth compared to conventional point-scanning FD-OCT [9].

Line-field FD-OCT has a significant advantage over LC-OCT in image acquisition speed. LC-OCT acquires B-scans at a rate of ~ 10 Hz, which about 100 times slower than high-speed line-field FD-OCT (considering the same number of pixels per B-scan) [9]. However, FD-OCT suffers an inherent limitation in lateral resolution since the focus cannot be adjusted during the parallel acquisition of the information in depth. Despite efforts to minimize this limitation, the lateral resolution in FD-OCT is limited to a few micrometers [10–12].
A major interest of LC-OCT, as a time-domain OCT (TD-OCT) technique, is the possibility to continuously adjust the focus as a function of depth, since the depth information is acquired sequentially. Although it is one of the most efficient method to optimize the lateral resolution, dynamic focusing in conventional point-scanning TD-OCT is challenging for real-time imaging since both a tracking speed on the order of a few m/s and a repetition rate in the kilohertz range are needed [13–16]. In LC-OCT, the parallel acquisition of the A-scans allows a reduction in depth scanning speed without increasing the image acquisition time. Dynamic focusing is therefore highly facilitated in LC-OCT compared to point-scanning TD-OCT.

On the other hand, LC-OCT benefits from a confocal gate obtained with the line-scan camera that is optically conjugated with the illumination line to act as a confocal slit, along with the use of a relatively high NA microscope objective [2,17,18]. The confocal gate in LC-OCT, although less efficient than with point scanning and point detection, is beneficial for the imaging penetration depth in scattering samples [2,19]. Despite the lower detection sensitivity of TD-OCT over FD-OCT [20], the more efficient confocal spatial filtering enables LC-OCT to image in highly scattering tissues such as skin to a depth approaching that reached by FD-OCT [21]. In skin tissues, for example, the effective imaging penetration depth of LC-OCT is ~400 µm, which allows to image with a cellular-level spatial resolution down to a depth beyond the dermal-epidermal junction [22,23].

The LC-OCT prototypes reported so far were all based on a Linnik-type interferometer using two identical immersion microscope objectives, one placed in the reference arm of the interferometer and the other one in the sample arm [2,22–25]. In order to produce a B-scan in LC-OCT, the coherence plane (plane orthogonal to the optical axis of the objective that corresponds to a zero optical path difference) is scanned in depth while adjusting the focus. This means that the focal plane of the microscope objective in the sample arm must be superimposed with the coherence plane while the sample depth is scanned. Two scanning methods have been reported so far (see Fig. 1). In the method shown in Fig. 1(a), two independent motorized displacements are used, one to vary the length of the reference arm (displacement of the reference objective (MO2) and reference mirror (RM) together) to control the position of the coherence plane and the other one to move the microscope objective in the sample arm (MO1) so as to maintain the focus in the coherence plane [2,24]. In the method shown in Fig. 1(b), a single motorized displacement is used. The whole interferometer is moved, the length of the reference arm

Fig. 1. Schematic representation of elements to move in LC-OCT devices based on the Linnik interferometer for B-scan imaging. MO1, MO2: microscope objectives; BS: beam splitter; RM: reference mirror.
arm being constant [22]. In both methods, immersion microscope objectives are employed with an immersion liquid of refractive index similar to the one of the sample. This keeps the chromatic dispersion identical in both arms of the interferometer during the scan of the sample depth [26]. This also allows keeping the superimposition of the coherence and focus planes when only one displacement is used [Fig. 1(b)] [26–28]. However, the experimental configurations of the LC-OCT devices reported so far have several drawbacks, including size and weight. Based on a Linnik interferometer, an LC-OCT device cannot be designed very compact and light, especially when two motorized displacements are used [Fig. 1(a)]. In the most compact configuration using a single displacement [Fig. 1(b)], the entire Linnik interferometer is moved [22]. Due to inertia, the acceleration of the motorized translations is limited. B-scans over a depth range of 500 μm were then acquired at a maximal rate of ~ 10 Hz [22].

Using a single microscope objective rather than two would reduce the drawbacks of Linnik-based LC-OCT devices in terms of size, weight and limitation in image acquisition speed. Two-waves interference microscopes using a single objective could be used such as the Michelson interference microscope and the Mirau interference microscope (see Fig. 2). These interference microscopes are commercially available for use in air with dry objectives. Custom-designed Mirau and Michelson interference objectives for use with an immersion liquid have been reported [29–32].

Fig. 2. Michelson (a) and Mirau (b) interference objectives incorporating a microscope objective (MO), a beam-splitter (BS) and a reference mirror (RM). The interference objectives are displaced axially to scan the sample depth.

We present in this paper a LC-OCT device based on a custom-designed immersion interference objective. The Mirau configuration rather than the Michelson configuration was chosen since it is more compact and permits the use of a microscope objective with a higher numerical aperture. The design of the Mirau interferometer and of the whole LC-OCT setup is described. The performance of the device is characterized in terms of detection sensitivity and spatial resolution. An image of human skin is shown as an illustration of the performance of the device for biological tissue imaging in vivo.

2. Mirau-based LC-OCT setup

A schematic of our Mirau interferometer is shown in Fig. 3(a). It consists of a custom-designed interferometric attachment mounted to a threaded water immersion microscope objective. The attachment contains a beam-splitter and a reference mirror (RM). The reference mirror is made of gold deposited in the center of the lower surface of a 200 μm-thick fused silica plate. The gold deposit has a rectangular shape (100 μm × 2 mm) and a thickness of about 200 nm. The
beam-splitter is fabricated from a 500 µm-thick fused silica plate with a dielectric coating deposited on the lower surface. The coating is a ~ 10 nm-thick layer of hydrogenated amorphous silicon (a-SiH). The distance between the two plates is 1 mm. The position of the interferometric attachment is adjusted so that the reference mirror is located in the focal plane of the objective after reflection on the coated surface of the beam-splitter. The reference mirror and the sample are both illuminated by a line of light focused by the microscope objective. Immersion liquid is introduced between the two glass plates and between the objective and the upper plate. A water-immersion microscope objective with a working distance of 3.5 mm was selected to accommodate the beam-splitter and the reference mirror (Olympus UMPLFLN 20xW, NA = 0.5).

![Fig. 3.](image)

(a) Schematic of the custom-designed immersion Mirau interferometer. The interferometric attachment, mounted to a threaded water immersion microscope objective, contains a beam splitter and a reference mirror (RM). It is filled with immersion oil. (b) Schematic of the Mirau interferometer immersed in a tank filled with immersion oil. The bottom of the tank has a glass window. The Mirau interferometer is displaced axially to image inside the sample placed against the window.

The Mirau interferometer is partially immersed in a tank filled with immersion liquid [see Fig. 3(b)]. The bottom of the tank has a 500 µm-thick fused silica window. The Mirau interferometer is axially displaced to vary the depth at which the illumination line is focused in the sample placed against the window. This configuration is analogous to that with displacement of the whole Linnik interferometer [Fig. 1(b)]. An immersion medium with a refractive index similar to that of the sample is used to minimize the chromatic dispersion mismatch in the interferometer and maintain the superposition of the coherence and focus planes as the imaging depth in the sample is increased [26]. Silicone oil (refractive index of n ~ 1.4) is used as immersion medium for skin tissue imaging.

The layout of the Mirau-based LC-OCT device is shown in Fig. 4. A supercontinuum laser source (Leukos, SMHP-80.2) is used to generate spatially coherent ultra-broadband light. The TEM00 laser beam at the output of the nonlinear fiber (NLF) is collimated using an achromatic collimator. After being partially reflected by a broadband polarizing beam-splitter cube (PBS), the beam is linearly polarized. Before entering the Mirau interferometer, the beam is circularly polarized using an achromatic quarter-wave plate (QWP) (Thorlabs AQWP10M-980). Line illumination of the sample is achieved using a plano-convex cylindrical lens (CL) of 50 mm focal length placed before the cube beam-splitter. Light returning from the Mirau interference objective, totally transmitted by the quarter wave plate (QWP) and the polarizing beam-splitter (PBS), is projected using a 200 mm-focal length tube lens (TL), onto a 2048 pixel, 12 bit, line-scan CMOS camera (e2v, Octoplus). The Mirau interference objective is mounted on a piezoelectric-driven linear stage (PZT) (Physik Instrument, P625.1CD) to scan the sample depth.
Since the objective is infinite conjugate, the image is always focused on the camera sensor during the axial scan of the Mirau objective.

The PZT stage oscillates in an asymmetric triangular manner with an amplitude of $Z = 400 \, \mu m$ at a frequency $f_{PZT} = 1/T = 12$ Hz (see Fig. 5). The frequency $f_{cam}$ of the camera is adjusted so that an optical phase-shift of $\sim \pi/2$ is generated in the interferometer between the acquisitions of two consecutive lines, which corresponds to a displacement of the PZT stage of $\delta = \lambda/8n$. The mean optical wavelength of the detected light being $\lambda = 800$ nm and the refractive index $n \sim 1.4$, the frequency of the camera is set to

$$f_{cam} = \frac{Z}{0.8 \, \delta} f_{PZT} = 84 \, kHz.$$ (1)

**Fig. 5.** Periodic current driving the oscillation of the piezoelectric stage. The asymmetric triangle signal has a frequency of $f_{PZT} = 1/T = 12$ Hz and a duty cycle of 80%. Only images acquired during the slow positive ramps are used.
A stack of \( Z/\delta = 5,600 \) lines is acquired during each slow depth scan. A B-scan image is obtained by processing the acquired stack using a five-frame fringe envelope detection algorithm [33]. Acquisition and processing of stacks is repeated continuously during the round-trips of the PZT stage. The calculation of the B-scan images is performed with a field-programmable gate array (FPGA). The images are displayed in real-time at \( \sim 12 \) frames/s in logarithmic scale with auto-adjusted contrast after being appropriately rescaled. The size of each B-scan is \( 2048 \times 910 \) pixels (lateral \( \times \) axial), corresponding to a field of view of \( 0.9 \) mm \( \times \) 0.4 mm (lateral \( \times \) axial).

3. Performance

3.1. Detection sensitivity

Neglecting the detection of residual reflections on the antireflection-coated optical surfaces in the device, the intensities of the reference and sample waves on the detector can be written respectively as

\[
I_{\text{Ref}} = \left( \frac{I_0}{2} \right) R_{\text{BS}}^2 R_{\text{Ref}}, \tag{2.1}
\]

and

\[
I_S = \left( \frac{I_0}{2} \right) (1 - R_{\text{BS}})^2 R_S, \tag{2.2}
\]

where \( I_0 \) is the intensity at the output of the nonlinear fiber (NLF) collected by the collimator. \( R_{\text{BS}} \) represents the reflectivity of the beam-splitter in the Mirau interferometer and \( R_{\text{Ref}} \) the reflectivity of the reference mirror. \( R_S \) is the global reflectivity of the sample (including both light that is coherent and incoherent with light reflected by the reference mirror). According to the theoretical analysis published in [34–36], the detection sensitivity depends on the ratio of the intensities of the waves returning from each arm of the interferometer. In the Mirau configuration, this ratio is

\[
\rho_{\text{Mirau}} = \frac{(1 - R_{\text{BS}})^2 R_S}{R_{\text{BS}}^2 R_{\text{Ref}}}. \tag{3}
\]

In comparison, the intensities of the reference and sample waves in the Linnik configuration [1,4] are, respectively,

\[
I_{\text{Ref,Linnik}} = \left( \frac{I_0}{4} \right) R_{\text{Ref,Linnik}}, \tag{4.1}
\]

and

\[
I_{S,Linnik} = \left( \frac{I_0}{4} \right) R_S, \tag{4.2}
\]

where \( R_{\text{Ref,Linnik}} \) denotes the reflectivity of the reference mirror. The intensity is reduced by a factor of 4 after reflection and transmission by the nonpolarizing beam-splitter of the Linnik interferometer [2]. The ratio of the two waves returning from the Linnik interferometer arms is then

\[
\rho_{\text{Linnik}} = \frac{R_S}{R_{\text{Ref,Linnik}}}. \tag{5}
\]

In the Mirau-based device presented here, the reflectivity of the reference mirror is \( R_{\text{Ref}} = 96\% \) and the reflectivity of the beam-splitter is \( R_{\text{BS}} = 17\% \). In the Linnik-based LC-OCT devices reported so far, the reflectivity of the reference mirror was \( R_{\text{Ref,Linnik}} = 4\% \) [2,22]. By substituting these numerical values in Eqs. (3) and (5), it can be seen that \( \rho_{\text{Mirau}} \sim \rho_{\text{Linnik}} \). The theoretical detection sensitivity of the Mirau–based LC-OCT device presented in this paper is therefore similar to the one of the previously reported Linnik-based LC-OCT devices assuming a shot-noise limited detection [2].

The experimental detection sensitivity, considered as the inverse of the mean value of the background noise in the images, can be obtained by comparison with the signal measured from an interface with a known reflectivity. Using the plane interface between the glass window of the tank [see Fig. 3(b)] and paraffin oil as a sample with a reflectivity of \( \sim 8 \times 10^{-5} \), the detection
sensitivity was evaluated at 83 dB. This measurement is reported in Fig. 6. The same experiment with a Linnik-based LC-OCT device gave a detection sensitivity value of 86 dB [2]. The slight difference could be explained by the presence of the glass plates and the gold reference mirror in the Mirau interferometer, which generate stronger unwanted reflections.

Fig. 6. Axial response to a weak reflectivity ($8 \times 10^{-5}$) plane interface, calibrated in reflectivity and plotted in decibels (dB). The measured noise-floor (black solid line) corresponds to the opposite of the detection sensitivity.

3.2. Axial resolution

The axial response of the Mirau-based LC-OCT device was obtained by imaging the interface between the glass window of the tank [see Fig. 3(b)] and air, without sample. The full-width-at-half-maximum (FWHM) of the imaged interface is 1.10 µm, which is considered to be the axial resolution (see Fig. 7). The theoretical value for the axial resolution, assuming a Gaussian-shaped spectrum centered at 800 nm with a FWHM of 200 nm is 1.00 µm [1]. The difference between theory and experiment is attributed to the influence of the spectral transmittance of the optical components and the non-Gaussian shape of the detected spectrum. The axial resolution is very close to the one measured in the Linnik configuration (1.15 µm) [2].

Fig. 7. Measurement of the axial resolution. The red dotted line is the axial response to a plane interface, obtained from digital demodulation of the interference fringes (blue solid line). The axial resolution is defined as the FWHM of the fringe envelope.
3.3. Lateral resolution

The lateral resolution of the images produced by our Mirau-based LC-OCT device was measured by imaging a high-contrast edge, and recording an intensity profile across it. The 20-80% width of the edge response can be defined as the lateral resolution. It was measured to be 1.3 µm, identical to the one measured with Linnik-based LC-OCT using the same microscope objective [2,22]. Despite central obscuration by the reference mirror of the Mirau interferometer, no significant degradation in lateral resolution was observed. This was to be expected given the geometry and size of the reference mirror (rectangle, 100 µm × 2 mm) compared to the field of view, which produces a slight obscuration (~ 8%). The weak thicknesses of the glass plates placed between the objective and the sample along with the use of oil instead of water as immersion liquid do not seem to generate significant optical aberrations.

It has been shown that the lateral resolution of images acquired in OCT with line-field or full-field illumination of the sample is degraded when spatially-coherent light rather than spatially-incoherent light is used [5,37,38]. This is the result of a phenomenon referred to as optical crosstalk [39]. However, a spatially-coherent light source is required in LC-OCT to efficiently focus the line of light on the sample, with an optical intensity high enough to image at high speed. Besides, the comparison of images acquired in LC-OCT with low spatial coherence illumination or with high spatial coherence illumination shows no obvious difference [2]. This may be due to a less pronounced effect of crosstalk with line-field illumination than with full-field illumination. In addition, movements of the sample may generate random phase variations whose averaging over the interferometric image acquisition time (~ 10 µs) would reduce the effect of crosstalk. This concept has been applied in full-field FD-OCT using a fast deformable membrane that introduces random phase illumination to produce crosstalk free images of human skin [38].

3.4. Imaging

As an illustration of the performance of the device for biological tissue imaging, we considered human skin, in vivo. A drop of paraffin oil was added on the skin before it was pressed against the glass window to provide index matching and thus minimize the reflection of light at the interfaces. Figure 8 shows an example image of healthy skin obtained from a 24-year-old man on the back of the hand. The image is the result of an average of 4 B-scans followed by a Gaussian smoothing with a width (standard deviation) of 1 pixel to reduce noise. The image is similar to those obtained with the Linnik-based LC-OCT devices [2,22]. The epidermis and the dermis can be clearly distinguished. They are separated by the dermal-epidermal junction (DEJ). Several layers can be identified in the epidermis: the stratum corneum, the stratum granulosum, the

![Fig. 8. Image of human skin acquired with Mirau-based LC-OCT. Several skin features are revealed including keratinocytes (K); CF: collagen fibers (CF); blood vessels (BV) and the dermal-epidermal junction (DEJ). Scale bar: 200 µm.](image-url)
stratum spinosum, and the stratum basale. The nuclei of keratinocyte cells (K) in the epidermis are resolved and appear as black spots in the image. Collagen fibers (CF) and blood vessels (BV) can be distinguished in the dermis.

4. Conclusion

We have developed an LC-OCT device based on a custom-designed Mirau interferometer that offers similar spatial resolution and detection sensitivity compared to the previously reported LC-OCT devices based on a Linnik interferometer. Mirau-based LC-OCT has the advantage of being more compact and lighter.

\[ \text{In vivo imaging of human skin with a resolution of 1.3} \mu \text{m} \times 1.1 \mu \text{m (lateral} \times \text{axial) was demonstrated at 12 frames per second over a field of 0.9 mm} \times 0.4 \text{mm (lateral} \times \text{axial).} \]

The frame rate is currently limited at 12 Hz by the mechanical response of the PZT stage to a triangle driving signal and not by camera speed or the power of the light source. We estimate that the frame rate could be increased by a factor of \(~2\) by driving the PZT stage with a sinusoidal signal and operating the camera at a variable frequency in order to maintain a constant phase shift between the acquisition of successive interferometric images.

A compact handheld LC-OCT probe based on the Mirau configuration could be designed for in vivo imaging, especially in dermatology. Compared to the LC-OCT devices built so far in the form of an inclinable microscope [22], such a handheld probe would facilitate the use of the LC-OCT technology by dermatologists in daily practice and enable the imaging of difficult-to-access regions of the skin.
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