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Abstract: A time-domain optical coherence tomography technique is introduced for high-resolution B-scan imaging in real-time. The technique is based on a two-beam interference microscope with line illumination and line detection using a broadband spatially coherent light source and a line-scan camera. Multiple (2048) A-scans are acquired in parallel by scanning the sample depth while adjusting the focus. Quasi-isotropic spatial resolution of 1.3 µm × 1.1 µm (lateral × axial) is achieved. In vivo cellular-level resolution imaging of human skin is demonstrated at 10 frames per second with a penetration depth of ∼500 µm.
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1. Introduction

Optical coherence tomography (OCT) is an established technique for cross-sectional imaging of biological tissues with micrometer-scale spatial resolution [1,2]. OCT is commonly employed in diverse medical applications [3], notably in ophthalmology to obtain high-resolution images of the retina and the anterior segment of the eye [4]. OCT has begun to be used in interventional cardiology [5], and in gastroenterology for the detection and diagnosis of cancers [6]. OCT also shows promise in dermatology to improve the diagnosis process of skin lesions [7].

Imaging at high spatial resolution with OCT is of particular interest to resolve subtle morphological changes of tissues for early diagnosis of diseases. Since the introduction of OCT, significant progress in the spatial resolution of OCT images has been achieved. The axial resolution in OCT is essentially governed by the temporal coherence of the illumination light source [2]. Gradual improvement of the axial resolution in OCT has been obtained by the emergence of efficient broadband light sources. Axial resolutions down to ~1 µm have been achieved in particular with mode-locked lasers [8] and more recently with supercontinuum lasers [9–11]. In conventional OCT, a B-scan image is obtained by lateral scanning of a light beam to acquire several adjacent A-scans. The imaging lateral resolution depends on how the light beam is focused on the sample. Depending on whether each A-scan is acquired as a function of the optical frequency (in frequency/Fourier-domain OCT, referred to as FD-OCT) or as a function of time (in time-domain OCT, referred to as TD-OCT), the beam focusing constraints differ, which impacts the lateral resolution that can be achieved.

In FD-OCT, all the backscattering structures of the sample located within the depth range of an A-scan contribute in parallel to the signal. A sufficiently large depth of field (DOF) is required, since the focus cannot be adjusted during the acquisition of each A-scan. Efforts have been made to minimize the resulting inherent limitation of lateral resolution in FD-OCT. The DOF can be increased by illuminating the sample with a Bessel beam [12,13], or by using phase masks [14]. Alternative methods based on computational imaging solutions have been proposed, including interferometric synthetic aperture microscopy [15] and digital refocusing [16–18]. Another approach consists of combining several B-scan images acquired at different depths in order to image over a depth range larger than the DOF. This approach
has been implemented using the Gabor-based fusion method [19] and by using multiple light beams focused at different depths [20]. Despite these advances, however, the imaging lateral resolution in FD-OCT is still limited to a few micrometers [17–19].

In conventional TD-OCT, the signal in each A-scan is acquired sequentially by scanning the length of the interferometer reference arm. Most TD-OCT devices have a large DOF to avoid the adjustment of the focus. However, in contrast to FD-OCT, it is conceptually possible in TD-OCT to continuously adjust the focus as a function of depth. Dynamically-focused TD-OCT devices have been reported, with improved lateral imaging resolution compared to conventional TD-OCT, but with the drawback of significantly reduced image acquisition speed or moderate detection sensitivity [21–24]. TD-OCT devices with partial adjustment of the focus have also been proposed. In [8] a sequence of images was acquired by gradually shifting the focus and the in-focus imaging zones were then fused together. In [25] multiple foci were collected simultaneously with a multifocus fiber tip array. In both cases, a trade-off was made between lateral resolution and image acquisition speed.

Alternatively, TD-OCT with lateral (transverse) priority scanning enables a slower translation of the focus at the image frame rate [26]. This approach, requiring faster lateral scanning, was demonstrated for in vitro biological tissue imaging, at 1 frame per second (fps) with a lateral resolution of 10 μm [27].

Finally, although higher lateral resolution can be achieved by dynamic focusing in TD-OCT, real-time ultrahigh-resolution (~1 μm) B-scan imaging in highly scattering biological tissues has not been successfully demonstrated so far.

In this paper, we introduce a TD-OCT technique called line-field confocal optical coherence tomography (LC-OCT) that allows for producing B-scan images without the lateral resolution limitation of FD-OCT and without the speed limitation of conventional dynamically-focused TD-OCT. In LC-OCT, multiple A-scans are acquired in parallel using line illumination and line detection. A B-scan image can thus be obtained without lateral scanning of a light beam as required in conventional OCT. Since only one scan (depth scan) is required to acquire a B-scan image, this scan can be slower without increasing the acquisition time of the image. Continuous dynamic focusing is therefore facilitated. A high numerical aperture (NA) lens, such as a microscope objective, can be dynamically focused to produce images with high lateral resolution. By using a supercontinuum laser as a light source and balancing the optical dispersion in the interferometer arms, the axial resolution in LC-OCT reaches the best axial resolution achieved in OCT at a comparable central optical wavelength. Moreover, line illumination and detection combined with the use of a high NA objective provide an efficient confocal gate, which prevents most of unwanted scattered light from being detected. B-scan imaging at high resolution and in real-time in highly scattering tissues such as skin is demonstrated using LC-OCT.

2. Experimental setup

The schematic of our LC-OCT prototype is depicted in Fig. 1. It is based on a Linnik-type interferometer with two identical 0.5-NA water-immersion microscope objectives (MO1, MO2) (Olympus, UMPLFLN 20xW). The objective lens in the reference arm (MO1) is focused on the external surface of a glass plate (GP1), thus constituting a reference surface of ~4% reflectivity. An identical glass plate (GP2) is placed in the sample arm in contact with the sample to image. The glass plates are made of fused silica and have a thickness of 500 μm. A supercontinuum light source (NKT photonics, SuperK Extreme) is used to generate spatially coherent ultra-broadband light that is coupled into a single mode fiber (SMF) to the interferometer. Line illumination of the sample with a power of ~10 mW is achieved using a plano-convex cylindrical lens (CL). Due to the Gaussian-shaped profile of the illumination in the direction of the line, the illumination is not uniform over the field of view. This effect is corrected by digital post-processing of the acquired images. Light from the sample and reference arms is recombined by a beam splitter (BS) and imaged, using a 200mm-focal
length tube lens (TL), onto a 2048 pixel, 12 bit, line scan CCD camera (e2v, AViiVA EM4). This camera has square pixels of size 14 μm and the line acquisition rate is 70 kHz. The whole reference arm of the interferometer is mounted on a piezoelectric-driven linear stage (PZT1) (Physik Instrument, P625.1CD). The microscope objective in the sample arm is attached to another identical piezoelectric-driven linear stage (PZT2) to adjust the focus in the sample while the reference arm length is scanned. Both stages oscillate in a triangular manner. To ensure that the coherence plane (plane of zero optical path difference) and the focal plane of the objective in the sample arm (MO2) always match, the oscillation amplitudes of the piezoelectric-driven linear stages have to be adjusted depending on the optical refractive indices of the sample and immersion medium (IM). In order to focus at a depth \( z \) below the surface of the sample, starting from focusing at the surface, the microscope objective (MO2) has to be displaced axially towards the sample of a distance \( d_{\text{obj}} = z \left( n_{\text{im}} / n \right) \),

where \( n_{\text{im}} \) and \( n \) are the optical refractive indices of the immersion medium and sample, respectively. To ensure that the coherence plane and the focus match, the length of the reference arm must then be elongated by

\[
d_{\text{ref}} = z \left( n^2 - n_{\text{im}}^2 + n_{\text{im}}^2 \right) / n.
\]

The ratio of the oscillation amplitudes of the stages is therefore

\[
d_{\text{ref}} / d_{\text{obj}} = 1 + \left( n^2 - n_{\text{im}}^2 \right) / n_{\text{im}}.
\]

If the immersion medium and the sample have different optical dispersion properties, a mismatch of the optical dispersion occurs in the interferometer arms as the imaging depth is increased. This leads to a progressive degradation with depth of the axial resolution and contrast of the image [28]. To minimize this phenomenon, an immersion medium with an optical dispersion as close as possible to that of the sample is chosen. Silicone oil \( \left( n_{\text{im}} = 1.40 \right) \) rather than water is used as the immersion medium for better matching of the biological tissue refractive index properties. According to Eq [3], the displacements of both linear stages are...
then identical \( d_{\text{obj}} = d_{\text{ref}} \). The experimental setup could then be simplified using a single piezoelectric-driven linear stage to displace the whole interferometer \([28,29]\). However, increasing the mass to be moved would limit the imaging speed due to higher inertia. The use of two piezoelectric stages instead of only one reduces the mass to be moved. In addition, in the case of a sample with a refractive index different from that of the immersion medium, our experimental setup would still allow the coherence and focus planes to match throughout the depth scan to ensure optimal image quality.

A phase-shifting algorithm is applied to extract the fringe envelope from the acquired interferometric data. We have chosen an algorithm that requires the combination of five lines, \( (E_1, E_2, E_3, E_4, E_5) \), according to \( (E_4 - E_2) - (E_1 - E_3)(E_3 - E_5) \), with a phase shift of \( \pi/2 \) between two consecutive lines \([30]\). This algorithm that can be represented as a second-order nonlinear filter is known to be near optimal in terms of computational efficiency and accuracy in the presence of miscalibration \([30]\). The translation speed of the piezoelectric-driven linear stages is adjusted so that an optical phase-shift of \( \sim \pi/2 \) is generated in the interferometer between the acquisitions of two consecutive lines. Assuming that \( n = n_\text{im} \), the displacement of both stages between the acquisitions of two consecutive lines is therefore \( \delta z = \lambda / (8n) \), where \( \lambda \) denotes the central optical wavelength of the detected light. The number \( N \) of lines acquired by the camera over the whole travel range \( \Delta z \) of the piezo stages is \( N = \Delta z / \delta z \).

With \( \lambda = 800 \text{ nm} \), \( n = 1.4 \) and \( \Delta z = 500 \mu\text{m} \), the value of \( N \) is 7000. A stack of 7000 lines is thus acquired during a depth scan of the sample over a 500-\( \mu\text{m} \) stroke. An intensity-based B-scan image of the sample is obtained by processing the acquired stack using the fringe envelope detection algorithm mentioned above. Acquisition and processing of stacks is repeated during the round-trips of the piezo stages. The camera operating at its maximal frequency of 70 kHz, the piezo stages oscillate in a triangular manner at a frequency of 70 kHz / 7000 = 10 Hz. The calculation of the B-scan images is performed with a field-programmable gate array (FPGA). The images are displayed in real-time at 10 frames/s in logarithmic scale with auto-adjusted contrast after being appropriately rescaled. The size of each B-scan is \( 2048 \times 875 \) pixels (lateral \( \times \) axial), corresponding to a field of view of 1.2 mm \( \times \) 0.5 mm (lateral \( \times \) axial). Image averaging and smoothing can possibly be performed to reduce noise.

Our imaging system is limited in speed by the frame rate of the line scan camera and not by the oscillation of the piezo stages. For the user's ear, the oscillation of the piezo stages at 10 Hz does not generate acoustic noise. Possible artifacts in the images due to mechanical vibrations transmitted to the entire device have not been observed.

### 3. System performance characterization

#### 3.1 Spatial resolution

The lateral resolution of the images depends on the numerical aperture of the microscope objectives. Here, we use microscope objectives of \( NA = 0.5 \). With these objectives, the size of the imaging lateral field is 1.2 mm. In order to measure the lateral resolution, a sharp edge was imaged. We define the lateral resolution of the images as the 20%-80% width of the intensity profile of the measured edge (see Fig. 2(a)) \([31]\). A value of 1.3 \( \mu\text{m} \pm 0.1 \mu\text{m} \) was measured. To our knowledge, this is the best lateral resolution ever achieved with an OCT device capable of real-time B-scan imaging at around 800 nm central wavelength.
The axial response of the LC-OCT system was measured by imaging the interface between the glass plate (GP2) and air in the sample arm, without sample. The FWHM of the imaged interface was 1.15 µm ± 0.01 µm, which is considered to be the axial imaging resolution (Fig. 2(c)). This is similar to the best axial resolution reported so far in OCT at a central optical wavelength around 800 nm [8]. The axial and lateral resolutions are close, which is desirable for B-scan imaging.

3.2 Detection sensitivity

The detection sensitivity, defined as the smallest detectable reflectivity, was considered to be the mean value of the background noise in the images (see Fig. 2(d)). It can be expressed as an equivalent reflectivity coefficient by comparison with the signal measured from an interface with a known reflectivity. Using the plane interface between the glass window (GP2) and paraffin oil as a calibration sample with a reflectivity of \(8 \times 10^{-5}\), the detection sensitivity was evaluated at \(-86\) dB, which is close to the theoretical value of \(-88\) dB assuming a shot-noise limited detection [32].

The line illumination and line detection implemented in LC-OCT, associated with the use of a high-NA microscope objective to image the sample, provide an efficient confocal gate that prevents most unwanted scattered light from being detected. The benefit of confocal gating in LC-OCT was studied by comparing line illumination and full-field illumination. Full-field illumination was achieved by replacing the fibered supercontinuum laser, the collimator and the cylindrical lens by a halogen Köhler illuminator. In this full-field illumination mode, there is no confocal gate. The power spectral distribution of light detected by the camera was similar with both light sources since it was essentially determined by the spectral response of the detector. The brightness of the supercontinuum laser being considerably larger than that of the halogen lamp, light from the supercontinuum laser was attenuated and the camera frame rate was reduced so that the camera could work close to saturation with the same acquisition time and frame rate in both illumination modes. The
camera frame rate being reduced from 70 kHz to 1 kHz, the time to acquire a B-scan image was then 7s, too long for in vivo imaging. A laser-viewing card (Thorlabs VRC5) was considered as a static test sample to compare imaging with both illumination modes. Results are shown in Fig. 3. The images are very similar in term of spatial resolution. A significant difference, however, can be observed in the image contrast and in the depth of penetration. The larger amount of incoherent scattered light with full-field illumination compared to line illumination reduces the maximum usable optical power before the camera saturates. The detection sensitivity and hence the image contrast and penetration depth are therefore improved with line illumination. This experiment confirms the advantage of line illumination over full-field illumination, as already reported in a line-scanning optical coherence microscopy (OCM) device designed for en face imaging [33]. The confocal gate with line illumination, although less efficient than the confocal gate achieved with point illumination [34], is beneficial compared to the absence of confocal gate, which is a known disadvantage of the full-field OCT/OCM technique [33–37]. The beneficial effect of confocal filtering of unwanted scattered light, illustrated here by imaging an infrared viewing card, is expected to be even more important for the imaging of biological tissues that are more scattering.

![Fig. 3. LC-OCT B-scan images of an infrared viewing card with full-field illumination (a) and line-field illumination (b). Scale bar: 100 µm.](image)

It has been shown theoretically and experimentally that a degradation of the lateral resolution of the image in full-field and line-field OCT occurs when spatially coherent light is used due to coherent optical cross-talk [38–41]. However, a spatially coherent light source is required in LC-OCT in order to illuminate the sample with the finest possible line of light for efficient confocal gating and with an optical intensity high enough to image at high speed. Besides, according to Fig. 3, a difference in resolution between the image acquired with low spatial coherence illumination (Fig. 3(a)) and the one obtained with high spatial coherence (Fig. 3(b)) is not noticeable at this scale. The blurry background signal deep in the laser-viewing card in Fig. 3(b) suggests that multiple scattering is significant. The comparison with the image obtained with low spatial coherence light (Fig. 3(a)) cannot be done due of insufficient imaging penetration. In practice, for the imaging of biological tissues including the skin, multiple scattering and cross-talk effects do not seem to generate major artifacts in the images, as can be seen in Fig. 4 in the next section.

### 3.4 Application to in vivo imaging

In our LC-OCT prototype, each line of a B-scan image is calculated from 5 successive interferometric line images acquired by the line scan camera. The time required to calculate each line (of 2048 pixels) of a B-scan image is therefore equal to \( \frac{5}{f_{\text{camera}} = 71} \) µs, where \( f_{\text{camera}} = 70 \) kHz is the frame rate of the line scan camera. This acquisition time of a few tens of microseconds is similar to the acquisition time of each column (A-scan) of a B-scan image in conventional FD-OCT [42]. It is short enough to avoid blurring of the phase-sensitive interferometric signal that may occur due to sample motion. In LC-OCT, however, motion may result in image distortion due to the relatively low image acquisition rate (10 Hz). These artifacts are avoided by the mechanical stabilization achieved by pressing the sample against a glass plate maintained at a fixed position under the microscope objective (GP2 in Fig. 1). B-
scan imaging at rates of several kHz has been demonstrated using FD-OCT devices with point illumination [43,44] and line-field illumination [45,46]. These ultrahigh-speed FD-OCT devices, however, produce images with lower spatial resolution compared to LC-OCT. As explained previously, the aim of the parallelization of the A-scan acquisition in LC-OCT is to allow a reduction of the speed of the axial scan without slowing down the B-scan acquisition rate. Axial scanning at a frequency of only a few Hz makes possible continuous dynamic focusing of a microscope objective in order to image with high lateral resolution.

Human skin was imaged in vivo to illustrate the performance of LC-OCT. A drop of paraffin oil was added on the skin before it was pressed against the glass window to provide index matching and thus minimize the reflection of light at the interfaces. Figure 4 shows an example image of healthy skin obtained from a 25-year-old man on the palm and the back of the hand. Both images are the result of an average of 4 B-scans followed by a Gaussian smoothing with a width (standard deviation) of 1 pixel. The epidermis and the dermis can be clearly distinguished. They are separated by the dermal-epidermal junction (DEJ). Several layers can be identified in the epidermis: the stratum corneum, the stratum granulosum, the stratum spinosum, and the stratum basale. The nuclei of keratinocyte cells (K) in the epidermis are resolved and appear as black spots in the image. Collagen fibers (CF) and blood vessels (BV) can be distinguished in the dermis. Other structures such as a hair (H) and a sweat duct (SD) can be observed.

![Fig. 4. LC-OCT B-scan images of human skin, in vivo. Back (a) and palm (b) of the hand. K: keratinocytes; DEJ: dermal-epidermal junction; SD: sweat duct; H: hair; CF: collagen fibers; BV: blood vessels. Scale bars: 200 µm.]

4. Conclusion

We have introduced line-field confocal optical coherence tomography (LC-OCT), a parallelized time-domain OCT technique designed for ultrahigh-resolution B-scan imaging in real time. By using a supercontinuum laser as the light source and 0.5-NA dynamically-focused microscope objective, a quasi-isotropic spatial resolution of ∼1 µm is obtained. The similarity of the axial and lateral resolutions is of particular importance for B-scan imaging. The confocal gate achieved by line illumination and detection along with the use of a relatively high-NA microscope objective to image the sample has a beneficial effect on the signal detection, which directly impacts the image contrast and penetration. In vivo cellular-level imaging in skin has been demonstrated using LC-OCT at 10 fps without motion.
artifacts. LC-OCT could be of particular interest for biological and medical applications requiring a non-invasive technique that provides cross-sectional images in real-time with a resolution close to that of histology.

The frame rate of 10 Hz reported here for B-scan imaging could be increased without reducing the detection sensitivity by using a faster line scan camera with a similar dynamic range, provided that the power of the laser source could be increased to fill the full well capacity of the camera without damaging the sample and that the piezo stages could oscillate at a higher frequency. With the technologies currently available, we estimate that the frame rate in LC-OCT could be increased by a factor of about 3. Three-dimensional (3D) imaging with LC-OCT may be possible by scanning the illumination line laterally to acquire a stack of B-scans recorded at different lateral positions. 3D imaging with LC-OCT would probably be difficult to achieve in real-time but would have the advantage of very high (∼1 µm) isotropic spatial resolution.
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