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ABSTRACT

We propose a detailed study of the temporal and noise propagation errors entering the error budget of Single
Conjugate Adaptive Optics (SCAO) systems. A transfer-function oriented method is developed for the compu-
tation of these errors, in a general linear control context. We apply this formalism to performance comparison
between Linear Quadratic Gaussian (LQG) and Integral action controllers. Simulation results are presented,
corresponding to a typical SCAO system, in order to validate some approximations on the perturbation power
spectral density. We then apply the formalism to evaluate the tip-tilt error budget on GeMS.

Keywords: Adaptive Optics, Error budget, Linear Control, Performance analyses

Introduction

Adaptive optics (AO) systems have taken a key role in diffraction limited astronomical instrumentation for
ground based telescopes. However, performance of adaptive optics systems will have to be improved significantly
in order to reach the scientific goals of future instruments under development for the VLTs and ELTs. In this
context, error budgets are critical tools. Several papers have dealt with the problem of establishing error budgets
in the design phase of new AO systems such as the TMT AO system,3 or the SAXO module of SPHERE.2

Quirós-Pacheco et al.12 studied the effect of spatial aliasing for integral control with optimized gain, but their
method was limited to this particular type of controller. Moreover, error budgets are rarely computed from
on-sky data to analyse the performance, but some examples can be found such as CANARY.15 We propose
here, in the special case of a single-conjugate AO (SCAO) configuration, a method which enables to compute
the control-dependent terms in the error budget. In the present article, we assume that all the phases can be
represented by Zernike modes, which is not restrictive. This method is applicable to any linear controller, and
thus can be used to compare the performance of different control laws.

The error budget for SCAO systems is classically expressed as a decomposition of the residual phase variance
in a sum of independent terms:

σ2
φres = σ2

temp + σ2
alias + σ2

noise,filt︸ ︷︷ ︸
Control dependent errors

+σ2
fitting + σ2

NCPA︸ ︷︷ ︸
Control free errors

(1)

We choose to separate these errors into two groups:

(i) The control-dependent errors, which include the temporal error σ2
temp, resulting from the delays in the

control loop, the noise propagation error σ2
noise,filt, which corresponds to the impact of the wavefront sensor

(WFS) measurement noise, and the aliasing error σ2
alias resulting from WFS (spatial) aliasing.
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(ii) The control-free errors, which include the fitting error σ2
fitting, related to the finite number of actuators of

the deformable mirror (DM), the non common path aberration (NCPA) error σ2
NCPA, due to the differential

optical aberrations between the scientific and WFS paths.

In Section 1, we introduce a general transfer function based formalism to describe the control dependent
errors, with a focus on the temporal and noise propagation errors. A key ingredient in this calculation is the
disturbance (turbulence + vibrations) power spectral density (PSD), which needs to be estimated. In Section 2,
we show, with a simplified SCAO simulation, that classical approximations on the structure of the disturbance
PSD give acceptable results for SCAO systems. We then illustrate the consistency of this formalism with a
performance analysis of tip-tilt on-sky data recorded on the Gemini Multi-Conjugate AO instrument GeMS,
evaluating the restrained error budget with the tool defined in previous sections. Finally, we discuss the results
presented in this paper, and perspectives for future works.

1. THEORETICAL PERFORMANCE ASSESSMENT

A precise control oriented description of adaptive optics systems has been given by Kulcsár et al.6 For our
purpose, we just need to consider the classical adaptive optics block diagram represented in Fig. 1.

Figure 1: Generic block diagram of an adaptive optics system

Without any limitation to what follows, we can assume a two-frame delay in the system: one frame for
WFS integration and another for read-out, centroiding, control computation and data transfer. The system in
Fig. 1 has two independent inputs: the disturbance phase φ and the measurement noise w ; and one output: the
residual phase φres.

1.1 Adaptive optics transfer functions

From an input-output point of view, the diagram in Fig. 1 is completely equivalent to the concise diagram
presented in Fig. 2. The two inputs and the output remain the same, but the AO system is completely described
by two transfer functions:

- the rejection transfer function T rej, from φ to φres,

- the noise propagation transfer function T noise, from w to φres.

If we consider a linear controller with transfer function G, we can derive from Fig. 1 the expressions of the AO
loop transfer functions: {

T rej(z) =
[
I − z−2NG(z)D

]−1

T noise(z) = −z−1T rej(z)NG(z)
(2)

2



where N is the deformable mirror influence matrix, D is the WFS matrix and z is the z-transform variable.
Using a transfer function, G, is a convenient way to characterize any linear controller, as shown in section 2.1
for LQG and integral controllers.

Figure 2: Equivalent SCAO system block diagram

1.2 Theoretical residual phase variance evaluation

Using Parseval’s theorem and Fig. 2, we can express the residual phase variance in function of the AO transfer
functions:

σ2
φres = lim

T→∞

1

T

∫ T

0

‖φres(t)‖
2
2 dt (3)

= trace




1

π

∫ π

0

T rej(eiω) Sφ(e
iω) T rej∗(eiω)dω

︸ ︷︷ ︸
σ2
temp+σ2

alias
+σ2

fitting

+
1

π

∫ π

0

T noise(eiω) Σw T noise∗(eiω)dω

︸ ︷︷ ︸
σ2
noise,filt




(4)

where Sφ is the PSD of φ, and Σw is the measurement noise covariance matrix. The second term in the right
hand side of equation (4) is an exact expression of the noise propagation error variance. As the measurement
noise is generally assumed to be uncorrelated between the WFS subapertures, Σw is a diagonal matrix, which is
estimated on all operational systems. The first integral in (4) corresponds to the temporal, aliasing and fitting
errors.

1.3 Perturbation power spectral density approximation

The first step to evaluate σ2
φres using equation (4) is the determination of the disturbance PSD Sφ. We use

Zernike modes in the following, but any other basis could be used as well. As we do not have access to the
perturbation phase on a real system but to WFS measurements, we have to estimate each diagonal component of
Sφ by reconstructing the associated Zernike modes from the WFS measurements. The least-square reconstructor
used for this operation is denoted by Rφ and defined as:

φ̂ = Rφy,

Rφ =
(
DTD

)−1
DT , (5)

φ̂ being the reconstructed phase vector, and y the WFS measurement vector.

However, replacing directly the empirical Sφ by the PSD S
φ̂
of φ̂ leads to the propagation of the measurement

noise in the rejection transfer function. Thus, in order to compute the true value of the residual phase variance,
we have to remove this effect from the residual phase computation and to replace it by the true noise propagation
in the AO loop:

σ2
φres = trace

(
1

π

∫ π

0

T rej(eiω) SRφy(e
iω) T rej∗(eiω)dω

)
− trace

(
1

π

∫ π

0

T rej(eiω) RφΣwR
T
φ T rej∗(eiω)dω

)

+trace

(
1

π

∫ π

0

T noise(eiω) Σw T noise∗(eiω)dω

)
. (6)

As S
φ̂
, as well as Sφ, is a non diagonal matrix-valued function of the frequency ω, its estimation can be

computationally demanding. So we also approximate S
φ̂
by a diagonal matrix, neglecting all the correlations

between Zernike modes.
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2. INTEGRAL/LQG CONTROLLERS COMPARISON IN SIMULATION

In this section, we particularize the error budget formalism developed in Section 1 by comparing integral and
Linear Quadratic Gaussian (LQG) controllers with two simulations. First, we simulate in Section 2.2 a simplified
SCAO system (without aliasing) in order to demonstrate the consistency of the approximations proposed in
Section 1.3. In Section 2.3, we use this method to analyse the performance of the GeMS tip-tilt loop.

2.1 Controllers transfer functions

2.1.1 Integral controller

The integral controller is defined with its recurrence equation:

uk = uk−1 + gMcomyk, (7)

where u is the commands vector, g is the integrator gain and Mcom is the command matrix. Taking the z-
transform of equation (7) gives directly the integral controller transfer function:

Gint(z) =
gMcom

1− z−1
. (8)

2.1.2 LQG controller

The LQG control relies on an underlying state space model:

xk+1 = Axk + Γvk, (9)

φk = Cφxk, (10)

yk = Cxk −DNuk−2 + wk. (11)

The equations (9) and (10) correspond to the perturbation model as the output of a shaping filter, with a
white noise v as input. Equation (11) models the WFS measurement process, where C describes the mapping
from the state vector x to the WFS measurement vector y and w is the measurement noise. v and w are assumed
to be white, Gaussian, and mutually independent, with respectively Σv and Σw as covariance matrix. LQG
control uses a Kalman filter in order to predict the future value of the perturbation through the estimation of
the state vector. The structure of an LQG controller, in AO, is given by:

x̂k+1|k = Ax̂k|k−1 + L
(
yx − ŷk|k−1

)
(12)

ŷk|k−1 = Cx̂k|k−1 −DNuk−2 (13)

uk = PuCφx̂k+1|k (14)

where (12) and (13) define a Kalman filter with gain L, where x̂ is the estimated state vector and ŷ is the
estimated WFS measurement vector. Equation (14) is the projection of the predicted perturbation on the
deformable mirror, Pu being defined as:

Pu = N+ =
(
NTN

)−1
NT. (15)

The LQG controller transfer function is then obtained by taking the z-transform from equations (12) to (14):

G(z) = PuCφ

(
I − (A− LC)z−1 − LDNPuCφz

−2
)
L. (16)
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2.2 Multi-mode SCAO simulation

We perform a simplified SCAO simulation in order to validate the approximations suggested in Section 1.3.
The disturbance phase has been generated using Auto-Regressive models of order 2 (AR2)10,14 using standard
observation conditions: observation seeing = 0.7 arcsec, wind velocity norm Vwind = 15 m.s−1, damping coefficient
ξ = 0.9. We simulate an 8 meter VLT telescope. We choose a 10x10 sub-apertures Shack-Hartmann WFS, with a
0.2 rad2 measurement noise variance (in phase difference at the edge of the sub-apertures), which is representative
of high flux observations. The perturbation phase is generated with the 27 first Zernikes modes without piston,
according to a Kolmogorov statistics. We limit the number of Zernike modes on purpose in order to avoid any
aliasing effect in the simulation. We focus the analysis on the control-dependent error budget. For this reason,
we consider a mirror compensating directly all the 27 Zernike modes in order to avoid any fitting error. This
way, the total error budget for the simulation is simply given by:

σ2
φres, simu = σ2

temp + σ2
noise,filt. (17)

We compare here an integral controller, with a gain of 0.5, and an LQG controller, based on the same AR2
model used to generate the turbulence. In that case, the LQG controller is the optimal (minimum variance) con-
troller. The theoretical performance can be directly computed from equation (4), because all physical quantities
are available, particularly the disturbance PSD (including non diagonal elements). Using the integral controller
leads to a 0.50 rad2 theoretical residual phase variance. Using the diagonal approximation proposed in Section 1.3
and estimating the diagonal PSD with WFS measurements, we obtain a 0.51 rad2 approximated residual phase
variance, which corresponds to an error of 2% on the theoretical performance. The LQG controller leads to a 0.25
rad2 theoretical performance, and to an approximated residual phase variance of 0.27 rad2, which corresponds
to a 8% error. We can push the analysis further by considering the modal decomposition of the theoretical and
approximated residual phase variances, with both the approximation and the estimation, represented for the
two controllers in Fig. 3. Approximated (red broken line) and theoretical (cyan line) residual phase variance
decompositions over the Zernike modes are practically identical. LQG curves are close to each other, but less
than for the integral controller ones. Indeed, in the case of the integral controller, we use a diagonal gain –
constant here, but an optimized modal gain would not have changed the conclusion – to compute the correction
phase. So the diagonal approximation is reflected by the structure of the integral controller, which does not
account for the interactions between the modes of the perturbation phase. In the case of the LQG controller,
the computation of the Kalman gain accounts for these interactions, so neglecting them leads to a visible error,
which is here anyway low as illustrated in Fig. 3.
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Figure 3: Modal decomposition of the residual phase variances obtained in simulation for LQG and integral
controllers. Cyan curve: theoretical integral controller performance; red (dashed) curve: approximated integral
controller performance; blue curve: theoretical LQG performance; yellow (dashed) curve: approximated LQG
performance.
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The LQG controller appears to be twice better in terms of residual variance than the integral controller, which
performance would be slightly imroved by increasing the gain g. The pie charts in Fig. 4 represent the error
budget decomposition (17) of both controllers for this simulation. We find results close to those presented in
Conan et al.,1 using similar simulation conditions. This includes a more balanced compromise between temporal
and noise propagation errors for LQG controller. Indeed, the error budget of the integral controller is dominated
by the temporal error (90 %). The LQG controller uses a Kalman filter which predicts the perturbation phase
one step ahead, with a higher relative impact of the measurement noise than the integral controller.

90%

10%

<
2

temp
<

2

noise, prop

(a) Integral controller

62%

38%

<
2

temp
<

2

noise, prop

(b) LQG controller

Figure 4: Error budget repartition in simulation restricted to temporal and noise propagation errors comparison.

2.3 Replay simulation with GeMS tip-tilt on-sky data

As the approximations suggested in Section 1.3 have given satisfactory results in simulations, we apply this tool
to the performance analysis of on-sky data. We use tip/tilt data from the multi-conjugate AO system GeMS,9,13

based at Gemini South Observatory, in Chile. The tip/tilt loop of GeMS is actually working exactly like a
standard SCAO system. Indeed, the tip/tilt measurements from up to 3 off-axis natural guide stars WFSs are
averaged, and the command is computed from this virtual on axis WFS measurements by an integral controller.

GeMS performance, as with most AO systems operating on VLTs, is affected by vibrations. The control law,
which is a simple integral controller, cannot efficiently cope with these vibrations. We have collaborated with the
GeMS AO team in order to implement an LQG controller with vibration filtering for the tip-tilt loop, the same
type of control which was successfully tested on CANARY14 and which is in operation on SPHERE.11 As noted
in Section 2.1, LQG control relies on an underlying model of the perturbations (turbulence, vibrations, ...). A fine
study of these vibrations, and of what would be brought by using an LQG controller using Meimon et al.8 model
identification method is presented in Leboulleux et al.7 For example, Fig. 5 represents the PSD of a common
buffer from GeMS (black curve), acquired in April 2015. We can see a particularly intense vibration around
37Hz. We have studied several model identification methods4 in order to find the most suitable technique for the
GeMS tip/tilt loop. The identification method used to compute the results presented below is called cPEM5 (for
cascaded Prediction Error Minimization) and has provided the best results during the study. The green curve
on Fig. 5 shows the PSD of the model, identified from half of the buffer.
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Figure 5: PSD of tip from buffer ngs15108223248, acquired in April 2015 with GeMS. Black curve: sample
empirical PSD. Green curve: PSD of the model identified with cPEM.

Before discussing the results, note that when using pseudo open-loop data to simulate an AO loop (replay
mode), the residual phase variance evaluation is different from that of section 2.3. Indeed, we have access here
neither to the real perturbation phase, nor to the measurement noise values to run the simulation, but only to
the WFS measurements. The residual phase obtained is therefore in this case:

Φ̂res(z) = T rej(z)RφY (z) = T rej(z)Rφ (DΦ(z) +W (z)) = T rej(z)RφDΦ(z) + T rej(z)RφW (z), (18)

where Φres, Y , Φ and W are the z-transforms of respectively the residual phase φres, the WFS measurements
y, the perturbation phase φ and the measurement noise w. Therefore, in order to compute the correct residual
phase variance (see eq. (4)), we have to remove from the residual phase variance evaluated in replay-mode the
measurement noise filtered by the rejection transfer function and to add the impact of the noise propagation:

σ2
φres = σ2

φ̂res
− σ2

noise

∫ ∥∥T rejRφ

∥∥2 + σ2
noise, filt. (19)

From (19), we evaluate the error budget of the integral controller, illustrated in Fig. 6(a), and of the LQG
controller obtained from the cPEM identified model, illustrated in Fig. 6(b). The integral controller overall
performance (here in on-sky angle, i.e. in residual phase standard deviation) is 19.4 mas and 15.4 mas for the
LQG controller. The LQG performance is for this buffer around 25 % lower than for the integral controller (see
Juvénal et al.4 for more details). Looking at the error budget decomposition, we note first that the integral
controller is completely dominated by the temporal error. The LQG controller achieves, again, a better RMS
compromise between the two errors, compromise that is essential here in presence of vibrations. We can note that
the temporal error is, however, largely dominant in the LQG error budget (95%). This is due to 2 phenomena:

• first, the measurement noise level was very low for this observation, i.e. the natural guide stars were bright
(the operating point is a classical high-flux observation),

• secondly, the identified model, due to real-time control constraints, is limited to 15 cells of order 2. The
perturbation model is consequently limited to the representation of 14 vibration peaks. Therefore, some
small unfiltered vibrations can remain uncorrected, and impact the error budget of the LQG controller.
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Figure 6: Error budget repartition in replay mode with GeMS on-sky tip-tilt data. Buffer ngs15108223248 (tip),
April 2015, evaluation made on the last 4000 samples, 350 Hz, 3 natural guide stars.

3. CONCLUSION

We have presented in this paper a general formalism for the control-dependent error budget evaluation, applicable
for any SCAO system and any linear controller. We aim at designing a tool that allows accurate comparisons be-
tween controllers. The critical element of this error budget evaluation process is the estimation of the disturbance
PSD, due to the lack of knowledge about the disturbance in a real system. We show that we can use reasonable
approximations to evaluate the performance of a SCAO system. The first simulation verifies the validity of both
the approximation and the estimation for the residual phase estimation. We can also use this formalism to study
how any linear controller would perform on a specific system, by estimating its overall performance and evaluat-
ing all the terms in its error budget. This allows to determine on which aspects a controller should be improved.
We still need to model finely the impact of WFS aliasing for SCAO systems, which is an on-going work. A clue
to achieve this is to study the modal structure of both the rejection and noise propagation transfer functions.
The next step is to evaluate the control-dependent error budget terms for Wide-field Adaptive Optics systems,
which will require the description of other errors like the tomographic error, together with special attention to
the disturbance PSD estimation.
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