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We develop a finite-temperature hydrodynamic approach for a harmonically trapped one-dimensional quasicondensate and apply it to describe the phenomenon of frequency doubling in the breathing-mode oscillations of the quasicondensate momentum distribution. The doubling here refers to the oscillation frequency relative to the oscillations of the real-space density distribution, invoked by a sudden confinement quench. By constructing a nonequilibrium phase diagram that characterises the regime of frequency doubling and its gradual disappearance, we find that this crossover is governed by the quench strength and the initial temperature, rather than by the equilibrium-state crossover from the quasicondensate to the ideal Bose gas regime. The hydrodynamic predictions are supported by the results of numerical simulations based on a finite-temperature $c$-field approach, and extend the utility of the hydrodynamic theory for low-dimensional quantum gases to the description of finite-temperature systems and their dynamics in momentum space.

Hydrodynamics is a powerful and broadly applicable approach for characterizing the collective nonequilibrium behavior of a wide range of classical and quantum fluids, including Fermi liquids, liquid helium, and ultra-cold atomic Bose and Fermi gases [1–6]. For ultra-cold gases, the hydrodynamic approach has been particularly successful in describing the breathing (monopole) and higher-order (multipole) collective oscillations of harmonically trapped three-dimensional (3D) Bose-Einstein condensates [2, 6, 7]. For condensates near zero temperature, the applicability of the approach stems from the fact that for long-wavelength (low-energy) excitations the hydrodynamic equations are essentially equivalent to those of superfluid hydrodynamics, which in turn can be derived from the Gross-Pitaevskii equation for the order parameter. For partially condensed samples at finite temperatures, the hydrodynamic equations should be generalized to the equations of two-fluid hydrodynamics, where the applicability of the approach to the normal (thermal) component of the gas is justified by fast thermalization times due to collisional relaxation [3, 8].

In contrast to 3D systems, the applicability of the hydrodynamic approach to 1D Bose gases is not well established. Firstly, in the thermodynamic limit 1D Bose gases lack the long-range order required for superfluid hydrodynamics to be a priori applicable. Secondly, the very notion of local thermalisation, required for the validity of collisional hydrodynamics of normal fluids, is questionable due to the underlying integrability of the uniform 1D Bose gas model [9]. Despite these reservations, the hydrodynamic approach has already been applied to zero-temperature ($T = 0$) dynamics of 1D Bose gases in various scenarios [10–15] (for related experiments, see [16–18]). The comparison of hydrodynamic predictions with exact theoretical results is challenging. In Ref. [13], time-dependent density matrix renormalization group simulations of the collision of 1D Bose gases at $T = 0$ found reasonable agreement with the hydrodynamic approximation, although the latter failed to predict short wavelength dynamics such as shock waves. An alternative approximate approach, based on the conservation of Lieb-Liniger rapidities, has been applied to describe the free expansion dynamics of a $T = 0$ 1D gas [15] and was able to reproduce the hydrodynamic results for both weak and strong interactions.

At finite temperatures finding exact predictions is extremely difficult, and thus developing a hydrodynamic approach is appealing, despite its lack of justification. Here, we develop a general finite-$T$ hydrodynamic approach suitable for 1D Bose gases and specifically apply it to the breathing-mode oscillations of a harmonically trapped 1D quasicondensate. We find the predictions agree both with experimental observations [13] and numerical simulations of a finite-temperature $c$-field methodology [19, 20]. More remarkably, our hydrodynamic approach not only adequately describes the dynamics of the density distribution of the gas (the standard observable of the hydrodynamic theory), but it can be also used to describe the dynamics of the momentum distribution. This is a key observable for quantum gas experiments, and has not previously been accessible from a hydrodynamic approach.

Reference [18] experimentally studied confinement quenches of a finite-$T$ 1D Bose gas. The key finding was the phenomenon of frequency doubling in the oscillations of the momentum distribution relative to the breathing-mode oscillations of the real-space density profile. For the experimental dataset deep in the quasicondensate regime, a periodic narrowing of the momentum distribution occurred at twice the frequency of the breathing mode of the density profile. Although finite-temperature effects are crucial for...
understanding the momentum-space properties of equilibrium quasicondensates 21,24, the said experimental data for dynamics were well-described by a simple zero-temperature classical hydrodynamic approach, wherein the frequency doubling was interpreted as a result of a self-reflection mechanism due to the mean-field interaction energy barrier. In contrast to this behavior, no frequency doubling was observed in the nearly ideal Bose gas regime, as expected for a noninteracting gas. The experimentally observed smooth crossover from the regime of frequency doubling to no doubling has so far not been explained theoretically. Here, we explain this phenomenon within the hydrodynamic approach and construct, for the first time, the corresponding nonequilibrium phase diagram, showing that the frequency doubling crossover is governed by the quench strength and a nontrivial combination of the temperature and interaction strength. For small enough quenches, the crossover from frequency doubling to no doubling can lie entirely within the quasicondensate regime, and does not require an equilibrium-state crossover to the ideal Bose gas regime. Constructing and studying phase diagrams is an important goal in many areas of physics, and our findings here serve as an example where equilibrium and dynamical phase diagrams are not identical. We confirm our predictions by comparing the hydrodynamic results to those obtained numerically using finite-temperature $c$-field simulations (for a review, see 20) based on the projected Gross-Pitaevskii equation (PGPE) 19.

1. Hydrodynamic equations and evolution of the density distribution.—The hydrodynamic approach relies on the local density approximation (LDA) and assumes that the 1D system can be divided into small locally uniform slices, each of which is in thermal equilibrium in the local moving frame. Moreover, one can assume that heat transfer between the slices is negligible for long-wavelength excitations 27, which implies that each slice undergoes isentropic (de)compression. The hydrodynamic description of this system is 11

$$
\begin{align}
\partial_t \rho + \partial_x (\rho v) &= 0, \\
\partial_t v + v \partial_x v &= -\frac{1}{m} \partial_x V(x,t) - \frac{1}{m \rho} \partial_x P, \\
\partial_t s + v \partial_x s &= 0,
\end{align}
$$

where $\rho(x,t)$ is the local 1D density of the slice at position $x$, $v(x,t)$ is the respective hydrodynamic velocity, $s(x,t)$ is the entropy per particle, $P(x,t)$ is the pressure, $m$ is the mass of the constituent particles, and $V(x,t)$ is the external trapping potential which for our case study is harmonic, $V(x,t) = \frac{1}{2}m\omega(t)^2 x^2$, of frequency $\omega(t)$.

We now apply the hydrodynamic approach to describe the post-quench dynamics induced by the following scenario. Initially the atomic cloud with density profile $\rho_0(x)$ is in thermal equilibrium at temperature $T_0$ in the trap of frequency $\omega_0$. Subsequently, at time $t = 0$, the trap frequency is suddenly changed to $\omega_1$. To characterize the ensuing dynamics in different regimes of the 1D Bose gas, we introduce the dimensionless temperature $t_0 = 2\hbar^2 k_B T_0/mg^2$ 28,29, where $g$ is the coupling strength of the pairwise $\delta$-function interaction potential. The solutions of the HDEs (1)-(10) describing this harmonic-confinement quench depend only on the thermodynamic equation of state of the gas. In each of the following three cases, (i) – ideal gas regime ($t_0, \gamma_0^3/2 t_0 \gg 1$), (ii) – strongly interacting or Tonks-Girardeau regime ($\gamma_0, 1/t_0 \gg 1$), and (iii) – quasicondensate regime ($\gamma_0, t_0 \gg \gamma_0^3/2 t_0 \ll 1$), the solutions reduce to scaling equations of the form

$$
\rho(x,t) = \rho_0(x/\lambda(t))/\lambda(t), \quad v(x,t) = x\dot{\lambda}(t)/\lambda(t),
$$

$$
T(t) = T_0/\lambda(t)^{\nu+1},
$$

where the scaling parameter $\lambda(t)$ [with $\dot{\lambda} \equiv d\lambda(t)/dt$, $\lambda(0) = 1$, and $\lambda(0) = 0$] satisfies the ordinary differential equation

$$
\ddot{\lambda} = -\omega_1^2 + \omega_0^2/\lambda^2 + 1/\lambda^{2\nu+1},
$$

with the value of $\nu$ in different regimes given below 30. The hydrodynamic solution (3) for the temperature is one of the key results of this paper as it allows one to simply calculate the evolution of the temperature-dependent momentum distribution of the gas (see below).

(i) Ideal gas regime ($t_0, \gamma_0^3/2 t_0 \gg 1$): In this case $\nu = 1$, and the validity of the above scaling solutions can be demonstrated using a dimensional analysis of the equation of state (see Ref. 31), which we note is also applicable to an ideal Fermi gas. Equation (4) in this regime has an explicit analytic solution,

$$
\lambda(t) = \sqrt{1 + \epsilon \sin^2(\omega_1 t)}.
$$

This corresponds to harmonic oscillations of the mean squared width of the density profile, occurring at frequency $\omega_B = 2\omega_1$, with $\epsilon \equiv (\omega_0/\omega_1)^2 - 1$ characterizing the quench strength. This result coincides with that for a noninteracting gas obtained from a single-particle picture. The fact that the hydrodynamic approach, which a priori assumes sufficient collisions to ensure local thermal equilibrium, agrees with the results for a noninteracting gas is specific to the harmonic-confinement quench considered here and is accidental.

(ii) Strongly interacting regime ($\gamma_0, 1/t_0 \gg 1$): Here, the equation of state is that of an ideal Fermi gas so that the prior ideal gas results apply, and Eqs. (2)-(4) are fulfilled with $\nu = 1$. The breather mode oscillations of the momentum distribution of a finite-temperature Tonks-Girardeau gas are discussed elsewhere 32.

(iii) Quasicondensate regime ($\gamma_0, \gamma_0^3/2 t_0 \ll 1$): In this case $\nu = 1/2$, and the validity of the scaling solutions (2) can be demonstrated using the equation of state $P = \frac{1}{2}g\rho^2$. The latter can be derived from the quasicondensate chemical potential $\mu = g\rho$ and the Gibbs-Duhem relation $\rho = (\partial P/\partial \mu)T$. For a weak quench, $\epsilon \ll 1$, the solution to Eq. (4) oscillates at frequency $\omega_B \approx \sqrt{3}\omega_1$ and is nearly harmonic with an amplitude $\lambda(t = \pi/\omega_B) \sim 1.7$. According to Eq. (2), the density profile breathes self-similarly, maintaining its initial Thomas-Fermi parabolic shape, $\rho_0(x) = \rho_0(0)(1-x^2/X_0^2)$ for $x < X_0$ [$\rho_0(x) = 0$ otherwise], with $X_0 = \sqrt{2}g\rho_0(0)/m\omega_0^2$. 
Finite-temperature effects are not seen in the dynamics of the density distribution $\rho(x, t)$ because in this regime the equation of state does not depend on the temperature. However, as we show below, such effects can be revealed in the dynamics of the momentum distribution.

2. Dynamics of the momentum distribution.— Let us consider a slice of the gas in the region $[x, x + dx]$ of density $\rho(x, t)$, velocity $v(x, t)$, and entropy per particle $s(x, t)$. In the laboratory frame its momentum distribution is $\pi(\rho, s; k - mv/h)$, where $\pi$ is the equilibrium momentum distribution of a homogeneous gas, which we normalize to $\int dk \pi(\rho, s; k) = \rho$. The total momentum distribution is then given by

$$n(k, t) = \int dx \pi(\rho, s; k - mv(x, t)/h).$$

There are two contributions to $n(k, t)$: the hydrodynamic velocity field and the contribution of thermal velocities, which have different effects on the breathing mode oscillations. In order to see the sole effect of the hydrodynamic velocity field, let us first disregard the effect of the thermal velocities, taking $\pi(\rho, s; k - mv(x, t)/h) = \rho \delta(k - mv(x, t)/h)$, where $\delta(k)$ is the Dirac delta function. If a scaling solution as in Eq. (2) exists, the hydrodynamic component of the momentum distribution evolves according to

$$n_h(k, t) = \frac{\hbar}{m|\lambda|} \rho_0 \left( \frac{\hbar k}{m} \right).$$

For oscillatory $\lambda(t)$, this implies that $n_h(k, t)$ collapses to a zero-width distribution twice per position-space density breathing cycle: when the width of the cloud in real space is both largest and smallest, both corresponding to $\lambda = 0$. Therefore, the oscillations of the hydrodynamic contribution to the momentum distribution will always display frequency doubling.

Now consider the additional contribution of thermal velocities to $n(k, t)$, which changes as each slice undergoes isentropic compression and decompression during the breathing cycle. Since one expects the momentum width to be a monotonically increasing function of the compression factor, the thermal momentum width of each slice [and hence of the overall momentum distribution $n_l(k, t)$] is expected to oscillate out-of-phase relative to the width of the real-space density profile, but at the same breathing frequency $\omega_B$.

The evolution of the overall momentum distribution $n(k, t)$ results from the combination of the hydrodynamic and thermal parts. For a near-ideal gas at $T > 0$ this leads to a somewhat fortuitous cancellation of the hydrodynamic velocity field by the thermal component, and so the total momentum distribution always oscillates at $\omega_B = 2\omega_1$ (see Ref. [31]) and never displays frequency doubling, consistent with the single-particle picture.

The situation is different, however, in the quasicondensate regime. The momentum distribution of a homogeneous quasicondensate of density $\rho$ and temperature $T$, for wavelengths in the phononic regime (i.e., $k \ll h/\sqrt{mg\rho}$) is given by a Lorentzian $\pi(\rho, s; k) = (2\rho_0/\pi) / \left[ 1 + (2\rho_0 k)^2 \right]$. Substituting this Lorentzian into Eq. (6), we obtain the full momentum distribution of the trapped gas,

$$n(k, t) = \frac{1}{\pi} \int dx \frac{2\rho_0(x, t) \rho(x, t)}{1 + \left[ k - mv(x, t)/h \right]^2},$$

where $\rho_0(x, t) = h^2 \rho(x, t)/mk_B T(t)$. According to the scaling solutions (2) and (3) with $\nu = 1/2$ (see also [31]), $\rho_0(x, t)$ evolves as

$$\rho_0(x, t) = \sqrt{X} \rho_0^{(0)} \rho_0(x/\lambda),$$

where $\rho_0(x) = 1 - x^2/X_0^2$ is the scaled initial density profile and $\rho_0^{(0)} = h^2 \rho_0(0)/mk_B T_0 = 2[\rho_0(0)\gamma^2_0 t_0]^{-1}$.

Combining the scaling solution for $\rho_0(x, t)$ with that for $\rho(x, t)$, and changing variables to $u = x/\lambda X_0$ in Eq. (6), leads to the following final result

$$n(k, t) = B \sqrt{X} \int_1^{\lambda} du \frac{(1 - u^2)^2}{1 + 4\tilde{\lambda}(1 - u^2)^2 \left( \tilde{k} - \omega_0 \frac{\pi}{\omega_0} \right)^2 \tilde{\lambda}}.$$

Here, $\tilde{k} = k_0^{(0)} k$, $A = m\omega_0 X_0^{(0)} / \hbar = \sqrt{8}/\sqrt{\gamma_0^{(0)}} t_0$, and $B = 2\rho_0(0) k_0^{(0)} X_0 / \pi$ is a normalization factor. In addition, we have introduced a dimensionless time $\tau \equiv \omega_1 t$, so that the dimensionless functions $\tilde{\lambda}(\tau) \equiv \lambda(\tau/\omega_1)$ and $\tilde{\lambda} = d\tilde{\lambda}/d\tau$, obtained from Eq. (4), depend only on the ratio $\omega_1/\omega_0$, or equivalently only on the quench strength $\epsilon = (\omega_0/\omega_1)^2 - 1$. Thus, for a given $\epsilon$, the evolution of $n(k, t)$ is governed solely by the dimensionless parameter $A$, which itself depends only on the initial intensive parameters $\gamma_0$ and $t_0$. Note that $A \gg 1$ in the quasicondensate regime where $\gamma_0^{(0)} / \gamma_0 \ll 1$ [23].

Using Eq. (10) for a given $A$ and quench strength $\epsilon$, we can now compute the evolution of the full momentum distribution and its half width at half maximum (HWHM); see Figs. 1(a)–(b). The HWHM can then be fitted with a sum of two sinusoidal functions: the fundamental mode oscillating at $\omega_1$ ($\approx \sqrt{3}\omega_1$ for $\epsilon \ll 1$) and the first harmonic oscillating at $2\omega_1$, with amplitudes $c_1$ and $c_2$, respectively. Defining the weight of the fundamental mode as $K = c_1^2/(c_1^2 + c_2^2)$, we identify the frequency doubling phenomenon with $K \ll 1$, whereas $K \approx 1$ corresponds to the absence of doubling. The doubling crossover can, therefore, be defined as the value of $A = A_{cr}$ for which $K = 1/2$. As we show in [31], for small quench amplitudes one expects the frequency doubling to occur for $A_{cr} \gg 1$, while for $A_{cr} \ll 1$ the thermal effects dominate and the frequency doubling is absent; accordingly, $A_{cr}$ is expected to scale as $A_{cr} \propto 1/\sqrt{\epsilon}$. Figure 1(c) shows the nonequilibrium phase diagram of the crossover from frequency doubling to no doubling and confirms that $A_{cr}$, obtained using Eq. (10) and the fitting procedure described above, does indeed scale as $\propto 1/\sqrt{\epsilon}$.

In Fig. 1(d) we superimpose the conditions for observing frequency doubling on the equilibrium phase diagram of the 1D Bose gas. As we see, for small enough quench strengths,
the crossover from doubling to no doubling lies well within the quasicondensate regime. We therefore conclude that this phenomenon is governed not by the crossover from the ideal Bose gas regime into the quasicondensate regime, but by the competition between the hydrodynamic velocity (which always displays doubling) and the broadening/narrowing of the thermal component of the gas due to adiabatic compression/decompression (which always oscillates at the fundamental frequency \( \omega_B \)).

Although the applicability of the hydrodynamic theory in this system might be questionable, our analytic results have been benchmarked against finite-temperature \( c \)-field simulations, whose validity for degenerate weakly interacting Bose gases is well established \cite{19,20,36,38}. In this approach, the Bose gas is approximated as a classical field, whose evolution is governed by the time-dependent Gross-Pitaevskii equation (GPE), with the initial state being sampled from the classical Gibbs ensemble for the given temperature and density \cite{31}. Qualitatively, the same behaviour as in Figs. (a)-(b) based on the hydrodynamic approach occurs in our \( c \)-field simulations \cite{33}; quantitatively, the crossover from doubling to no-doubling is in broad agreement with the analytic predictions [see Fig. 1(c)]. Moreover, as we argue in Ref. \cite{31}, for sufficiently weak confinement (small \( \omega_0 \)), the \( c \)-field dynamics are governed by just two dimensionless parameters, \( A \) and \( \epsilon \), as predicted from the hydrodynamic approach. Overall, the performance of the hydrodynamic theory—as validated by our \( c \)-field simulations—in modelling the harmonic confinement quench of a finite-temperature quasicondensate is remarkable. Moreover, even though the hydrodynamic results of Eq. (10) formally require \( A \gg 1 \) to ensure the applicability of the quasicondensate regime, our comparison with \( c \)-field simulations shows that Eq. (10) continues to give accurate predictions even for moderate values of \( A \gtrsim 1 \).

In summary, we have developed a finite-temperature hydrodynamic approach for a harmonically trapped 1D Bose gas and applied it to the study of breathing mode oscillations in the quasicondensate regime. While the usual scope of the hydro-
dynamic theory is to describe the evolution of the real-space density of a gas, our approach extends its utility to describe the evolution of its momentum distribution. The approach allowed us to discern the contribution of the hydrodynamic velocity field and that of thermal excitations in the oscillatory dynamics of the momentum distribution of the 1D quasi-condensate, hence explaining the full mechanism behind the phenomenon of frequency doubling and the crossover to no condensate, hence explaining the full mechanism behind the velocity field and that of thermal excitations in the oscillations.

K. V. K. acknowledges stimulating discussions with D. M. Gangardt. I. B. acknowledges support by the Centre de Compétences Nanosciences Île-de-France: S. S. S. – by the Australian Research Council Centre of Excellence for Engineered Quantum Systems (grant No. CE110001013); M. J. D. and K. V. K. – by the ARC Discovery Project grants DP160103311 and DP140101763. Numerical simulations were performed using XMDSS [39] on the University of Queensland School of Mathematics and Physics computer “Obelix”, with thanks to I. Mortimer for computing support.

[27] As is well known in acoustic physics, the contribution of heat transfer, estimated using a diffusion equation, to local changes of the energy per particle is negligible for long-wavelength deformations.
[30] We note that Eq. (4) and the scaling solutions (2)-(3) remain applicable for arbitrary time-variation of $\omega(t)$.
[31] See the Supplemental Material at [http://link.aps.org/supplemental/XXX](http://link.aps.org/supplemental/XXX), which contains additional proofs and clarifications of various aspects of the hydrodynamic solutions, as well as the details of $c$-field simulations.
[33] For a small amplitude quench ($\epsilon \ll 1$), Eq. (4) with $\nu = 1/2$ can be solved using the method of linearization [i.e., expanding $\lambda(t)$ as $\lambda(t) = 1 + \delta \lambda(t)$, with $\delta \lambda(t) \ll \lambda(t)$], yielding $\lambda(t) \approx 1 + \frac{1}{2} t^{-2} - \frac{1}{4} \cos(\sqrt{3} \omega t)$.
[34] According to the quasicondensate equation of state, the last term in the HDE (15), $\frac{i}{\hbar} \frac{\partial}{\partial t} P = g \delta P$, does not depend on temperature $T$ and, in fact, the same as for a $T = 0$ gas. Therefore, the HDEs for the density and velocity fields decouple from the equation for $s$ and consequently no finite-temperature effects are seen in the dynamics of $\rho(x, t)$ and $v(x, t)$.
[35] The regime of no doubling [bottom row in Fig. 1(a) and (b)], corresponding to a very small quench strength, is inaccessible in the $c$-field method due to large sampling errors.
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In this supplemental material we provide further details on the hydrodynamic scaling solutions, as well as a brief description and further results of our $c$-field simulations.

I. SCALING SOLUTIONS IN THE HYDRODYNAMIC APPROACH

A. Ideal gas regime.

For a uniform ideal gas (either bosonic or fermionic) at temperature $T$ and 1D density $\rho = N/L$, where $N$ is the number of particles and $L$ is length of the confinement box, the only two length scales are the mean interparticle separation $\rho^{-1}$ and the thermal de Broglie wavelength $\lambda_T = (2\pi\hbar^2/(mk_BT))^{1/2}$; the corresponding energy scales are $\hbar^2\rho^2/m$ and $k_BT$. Using the thermodynamic definition of the 1D pressure, $P = (\partial U/\partial L)_s$, where $U$ is the internal energy, one can apply simple dimensional analysis to write down the equations of state for $P$ and $s$:

$$P = k_BT\rho F(h^2\rho^2/mk_BT),$$  \hspace{1cm} (S1)

$$s/k_B = G(mk_BT/h^2\rho^2).$$  \hspace{1cm} (S2)

Here $F$ and $G$ are dimensionless functions of the only dimensionless parameter—the ratio of the two energy scales. With this choice of expression for $P$, the classical ideal gas law in the high temperature limit is recovered with $F \approx 1$. For a highly degenerate ideal Fermi gas, on the other hand, the equation of state $P = \hbar^2\pi^2\rho^3/(3m)$ is recovered with $F \approx (\pi^2/3)(\hbar^2\rho^2/mk_BT)$.

Now consider a confinement quench of the gas. Applying the general functional forms of $P$ and $s$ to small (locally uniform) slices of the gas, it can be shown by direct substitution that the scaling solutions, Eqs. (2) and (3) of the main text, satisfy Eqs. (1a) and (1c). For Eq. (1b), first note that Eq. (S1) together with the scaling solutions imply that $P(x,t) = P_0(x/L)/L^3$, where $P_0(x) \equiv P(x,0)$. Since Eq. (1b) is assumed true at this initial time, then $\partial_x P_0 = -\rho_0(x)\partial_x V(x,0) = -\rho_0(x)\partial_x P_0(x)$. Together with the scaling solutions and Eq. (4) of the main text, this relation is sufficient to show that Eq. (1b) is true for all times.

B. Equilibrium momentum distribution of a uniform 1D quasicondensate.

Here we outline the derivation of the Lorentzian shape of the equilibrium momentum distribution of a uniform 1D quasicondensate (for a more detailed derivation, we refer the reader to Refs. [1, 2]). For a uniform and hence translationally invariant system, the momentum distribution is given by the Fourier transform of the first-order correlation function, $G^{(1)}(x) = \langle \hat{\Psi}(x)\hat{\Psi}(0) \rangle$, where $\hat{\Psi}(x)$ is the bosonic field operator. In the quasicondensate regime, corresponding to $T \ll \hbar^2\rho^2/(2mk_B)$ [3] (with $\rho$ being the uniform density and $\gamma \approx mg/h^2\rho$), the first-order correlation function is dominated by the long-wavelength (low-energy) excitations whose Hamiltonian reduces (using the density-phase representation of the field operator, $\hat{\Psi}(x) = \sqrt{\rho + \delta \rho(x)} e^{i\phi(x)}$) to the Luttinger liquid form [2, 4]

$$\hat{H}_L = \int dx \left[ \frac{\hbar^2}{2m}(\partial_x \phi)^2 + \frac{g}{2}(\delta \rho)^2 \right].$$  \hspace{1cm} (S3)

Here, $\delta \rho(x)$ is the operator describing the density fluctuations, canonically conjugate to the phase operator $\phi(x)$.

In evaluating $G^{(1)}(x)$ we note that the density fluctuations are small in the quasicondensate regime and can be completely neglected as long as the relative distances of interest are much larger than the healing length $\xi = \hbar/\sqrt{mg\rho}$ [1, 2, 5, 6]. As the Luttinger liquid Hamiltonian (S3) is quadratic in $\phi$, the correlation function $G^{(1)}(x) = \rho e^{i(\phi(x) - \phi(0))}$ can be expressed through the mean-square fluctuations of the phase via Wick’s theorem:

$$G^{(1)}(x) = \rho e^{-\frac{1}{2}(\phi(x) - \phi(0))^2}. \hspace{1cm} (S4)$$

Denoting the Fourier component of $\phi(x)$ at wavevector $k$ via $\phi_k$, the corresponding term in the expectation value of the Hamiltonian is given by $\int \frac{dk}{2\pi} L\rho k^2\langle |\phi_k|^2 \rangle/(2mL)$, where $L$ is the length of the uniform system. The relevant modes contributing to $G^{(1)}(x)$ are highly populated, such that a classical field picture is sufficient. The energy per quadratic degree of freedom is thus given by $k_BT/2$ and therefore $\langle |\phi_k|^2 \rangle = mk_BT/(L\hbar^2k^2)$ [7]. Using this result one can then show, after a little algebra, that Eq. (S4) yields

$$G^{(1)}(x) \approx \rho e^{-|x|^2/2L_0^2}, \quad (|x| \gg \xi), \hspace{1cm} (S5)$$
where \( l_φ \equiv \hbar^2ρ/(mk_B T) \). The Fourier transform of this exponentially decaying correlation function gives the Lorentzian momentum distribution, \( \bar{\pi}(k) = (2ρl_φ/\pi) / [1 + (2l_φk)^2] \), used in the main text.

C. Scaling solution for the temperature in the quasicondensate regime.

In order to calculate \( n(k, t) \) using the hydrodynamic scaling solutions, Eqs. (2) and (4) of the main text, we first need to determine how the temperature of the gas and hence the phase correlation length \( l_φ \) evolves during the breathing oscillations. To do this, we first note that the energy of the \( j \)th phonon mode in a quantization box of length \( L \) is given by \( E_j = \hbar k_j c \), where \( k_j \equiv \frac{2π}{L} j \) is the phonon wave vector and \( c = \sqrt{(∂P/∂ρ)/m} \) is the speed of sound. Using \( P \propto ρ^2 \), we find that \( c \) scales as \( c \propto ρ^{1/2} \) and therefore \( E_j \propto L^{-1}\rho^{1/2} \propto ρ^{3/2} \). Consider now an adiabatic bocompression/decompression cycle for a uniform slice of the gas confined to a box of length \( L \). Such a compression does not change the mean occupation number of the mode \( j \).

The mode occupation is given by \( n_j \approx k_B T/E_j \) in the long-wavelength limit and scales as \( n_j \propto T/ρ^{3/2} \), whereas \( ρ \propto λ^{-1} \) according to the scaling solution, Eq. (2) of the main text. Therefore, during the adiabatic breathing oscillations, the temperature \( T(t) \) evolves from the initial value \( T(0) \equiv T_0 \) to \( T(t) = T_0/λ^{3/2} \), i.e., Eq. (3) of the main text with \( ν = 1/2 \).

D. Evolution of the momentum distribution for an ideal gas.

Applying the hydrodynamic approach and Eq. (7) of the main text to the ideal gas regime, we first note that the momentum distribution of a uniform ideal gas (normalized to \( \int dk \bar{ρ}(k) = ρ \)) is given by \( \bar{n}(ρ; s; k) = N((ℏ^2k^2/2m - μ)/k_B T) \), where \( N \) is a dimensionless function whose expression depends on the quantum statistics \( [8] \). Since \( μ/k_B T \) is a function of \( s \) (in the sense of a thermodynamic equation of state), which itself is a function of \( m k_B T/ℏ^2 ρ^2 \) [see Eq. (S2)], one can assert that \( μ/k_B T = \mathcal{G}(mk_BT/ℏ^2 ρ^2) \), where \( \mathcal{G} \) is a dimensionless function. Then, the scaling solutions (2) and (3) of the main text imply that \( μ(x, t)/k_B T(x, t) = ϵ/ℏ \mathcal{G}(mk_BT/ℏ^2 ρ^2(x, t)) = \mathcal{G}(mk_BT_0/ℏρ_0(x/λ)) ≡ G_0(x/λ) \), or

\[
μ(x, t) = μ(x/λ, 0)/λ^2 = [μ_0 - \frac{1}{2}γ_0(x/λ^2)^2/λ^2], \tag{S6}
\]

where \( μ_0 \) is the initial chemical potential in the trap center. Substituting \( \bar{n}(ρ; s; k) \) along with this expression for \( μ(x, t) \) into Eq. (6) of the main text, and changing variables to \( \bar{x} = ax - \hbar k λ/\sqrt{(mω_0^2)} \), gives

\[
n(k, t) = n_0(k/λ)/α, \tag{S7}
\]

where \( n_0(k) \) is the initial momentum distribution of the trapped gas and \( α^2 = (ω_0^2 + λ^2κ^2)/(mω_0^2) \). Using Eq. (5) of the main text, we can explicitly write \( α \) as

\[
α = \sqrt{[1 + ϵ \cos^2(ωt)]/(1 + ϵ)}, \tag{S8}
\]

which implies that the momentum distribution of a finite-temperature ideal gas in the hydrodynamic limit oscillates at \( ω_B = 2ω_1 \) and never displays frequency doubling. One thus recovers the expected behaviour for an ideal gas, due to the position-momentum symmetry of the underlying harmonic oscillator Hamiltonian. The fact that this result is reproduced within the hydrodynamic approach is a result of a "fortuitous" exact cancelation of the effect of the hydrodynamic velocity field by the thermal component.

E. Scaling of the frequency doubling crossover \( A_{cr} \) with the quench strength \( ϵ \).

In this section we make qualitative arguments that provide an understanding of the dominant oscillation regimes in the dynamics of the momentum distribution of a quasi-condensate, and derive an approximate scaling of \( A_{cr} \) with \( ϵ \). Let us first introduce typical momentum scales involved in the dynamics. For small-amplitude oscillations, corresponding to \( ϵ \ll 1 \), the scaling parameter \( λ \) oscillates as \( λ(t) ≃ 1 + \frac{2}{3} \cos(3ω_1 t) \) and therefore the magnitude of \( λ \) is of the order of \( \sim ϵ/\sqrt{3} \). This means that the characteristic hydrodynamic momentum, which can be estimated as \( k_h \sim mX_0 λ/ℏ \) from Eq. (7) of the main text, and which can be rewritten as \( k_h \sim mX_0 ω_1/ℏ \sim (ω_1/ω_0)A_{cr}/l_φ^0 \), is of the order of \( k_h \sim A_{cr}/l_φ^0 \) for \( ϵ \ll 1 \). Compared to this, the characteristic thermal momentum during the compression/decompression cycle oscillates above \( \bar{k}_h \sim 1/l_φ^0 \) with an amplitude variation of \( δk_{th} ≃ ϵ/l_φ^0 \sim k_h \).

For \( A_{cr} \gg 1 \), the characteristic hydrodynamic momentum is much larger than both the characteristic thermal momentum and its variation, \( k_h \gg \bar{k}_h, δk_{th} \). Then, as long as one is interested in momenta of the order of \( k_h \), the function \( \bar{n} \) in Eq. (6) of the main text can be approximated by a \( δ \)-function, and therefore the breathing oscillations of the momentum distribution will be dominated by the hydrodynamic phenomenon of frequency doubling.

In the opposite regime of \( A_{cr} \ll 1 \), the characteristic hydrodynamic momentum is much smaller than the characteristic thermal momentum, \( \bar{k}_h \ll k_h \), and therefore the above approximation, which neglects the effect of the width of \( \bar{n} \) in Eq. (6) of the main text, breaks down. In this case, the contribution of the hydrodynamic momenta to \( n(k, t) \) can instead be estimated via a Taylor series of \( \bar{n} \) as powers of \( k_h(x, t) = mv(x, t)/ℏ \). In this series, the contribution of the first-order term to the integral vanishes because \( ∂\bar{n}/∂k \) is an even function of \( x \), whereas \( k_h(x, t) \) is odd; therefore, the hydrodynamic velocity field has no effect on \( n(k, t) \) in this order. The leading-order correction in \( n(k, t) \) thus comes from the second-order derivative term, proportional to \( k_h^2 \). To estimate this correction, let us consider the typical variations of the peak value of the momentum distribution \( n(0, t) \), which we denote via \( δn \), induced solely by the hydrodynamic momenta. Using \( ∂^2\bar{n}/∂k^2|_{k=0} = ρ_0(0)(l_φ^0)^3 \) in Eq. (6), one can find that \( δn \sim -X_0 ρ_0(0)(l_φ^0)^3 k_h^2 \).
δn ∼ −X₀ρ₀(0)(Aε)², where we have used \( \tilde{k}_h \sim A\epsilon/\nu_{\phi} \).
Since the peak value \( n(0, t) \) is inversely proportional to the characteristic momentum width \( W \), the hydrodynamic contribution to the typical change (\( \delta W \)) of the momentum width fulfills \( \delta W/W \sim −δn/n(0, 0) \). Using \( W \sim \tilde{k}_{th} \sim 1/\nu_{\phi} \) and \( n(0, 0) \sim ρ₀(0)\nu_{\phi} X₀ \), we then find \( \delta W ∼ (A\epsilon)²/\nu_{\phi} \).
Comparing now this result with the typical variation of the thermal momentum width \( \delta k_{th} \sim ε/\nu_{\phi} \), we can conclude that the hydrodynamic contribution \( \delta W ∼ (A\epsilon)²/\nu_{\phi} \) will dominate the thermal contribution if \( A \gg 1/\sqrt{\epsilon} \); in this case, one would still observe the phenomenon of frequency doubling.
If, on the other hand, \( A \ll 1/\sqrt{\epsilon} \), the breathing oscillations will be dominated by the variations of thermal momenta and no frequency doubling will be observed. Accordingly, one can expect the crossover from doubling to no doubling to occur at \( A_{cr} \sim 1/\sqrt{\epsilon} \), with the proportionality factor to be found from the numerical results. From Fig. 1(c) of the main text we see that, in the relevant region of \( A \gtrsim 5 \), \( A_{cr} \) scales as \( 1/\sqrt{\epsilon} \) as expected. Since \( A \gg 1 \) in the quasicondensate regime, the frequency doubling crossover requires very small quench strengths \( \epsilon \).

II. NUMERICAL SIMULATIONS USING THE C-FIELD METHODOLOGY

A. The c-field method

The c-field (or classical field) method is a proven approach to studying the equilibrium properties and dynamics of degenerate Bose gases at finite temperature [9]. The crux of the technique is to treat the quantum Bose field \( ψ(x, t) \) as a classical field \( \psi_C(x, t) \), thus ignoring the discrete nature of the particles that make up the field. The classical field approximation captures many features of weakly-interacting 1D Bose gases. For instance, for thermal equilibrium configurations it correctly describes the crossover from the ideal Bose gas regime to the quasicondensate regime [10].

The energy functional of a classical Bose field confined in a harmonic potential is

\[
E\{ψ_C\} = \int dx \mathcal{E}(x),
\]

where

\[
\mathcal{E}(x) = \frac{\hbar^2}{2m} \left( \frac{\partial ψ_C(x)}{\partial x} \right)^2 + \frac{1}{2} m\omega_0^2 x^2 |ψ_C(x)|^2 + \frac{g}{2} |ψ_C(x)|^4 - µ|ψ_C(x)|^2.
\]

Configurations corresponding to thermal equilibrium are obtained from the Gibbs ensemble: the probability of a field configuration \( ψ_C(x) \) is proportional to \( \exp(-E\{ψ_C\}/k_BT) \). Here \( µ \) is the chemical potential that fixes the mean particle number.

A convenient method to sample configurations from the Gibbs ensemble is to integrate the projected stochastic Gross-Pitaevskii equation (SPGPE) for times long enough that the memory of the initial state is lost. The SPGPE is

\[
dψ_C(x, t) = \mathcal{P}_C \left\{ -\frac{i}{\hbar} L_C + \kappa_{th}(µ - L_C)ψ_C(x, t)dt + \sqrt{2\kappa_{th}T}dW(x, t) \right\},
\]

where

\[
L_Cψ_C = \left[ -\frac{\hbar}{2m} \frac{\partial^2}{\partial x^2} + \frac{1}{2} m\omega_0^2 x^2 + g|ψ_C|^2 \right] ψ_C,
\]

\( dW(x, t) \) is uncorrelated complex white noise satisfying \( \langle dW(x, t)dW(x', t') \rangle = δ(x - x')δ(t - t') \), and \( \mathcal{P}_C \{ · \} \) is the projector onto the computational basis. The value of the rate \( κ_{th} \) has no consequence for the equilibrium configurations, and hence can be chosen for numerical convenience [11].

At this point we make some comments about the classical field model to present its limitations and provide some physical insight. For high energy modes of the classical field, the interaction energy can be neglected and the energy functional can be approximated by that for noninteracting particles. Given a mode of energy \( ϵ_m \), the classical field model predicts an energy of \( k_B T \), and thus a mean occupation number of \( n_m = k_B T/(ϵ_m - µ) \). Although this expression is a good approximation to the Bose-Einstein distribution for \( n_m \gg 1 \), it overestimates the population for \( n_m \ll 1 \), where the Maxwell-Boltzmann distribution is a more appropriate model. In 2D and 3D, this overestimation leads to an ultraviolet divergence of the field density \( |ψ_C|^2 \) at a fixed temperature. To overcome this problem, one can introduce an energy cutoff: higher-energy modes are treated as an ideal Bose gas [12–15], while the classical field is restricted to the low-energy modes. With this separation of the field into a classical and a quantum part (in the sense that the discreteness of particles is important), Eq. (S11) has a physical meaning: it represents the “real” time evolution of the field with \( κ_{th} \) an effective collision rate that quantifies the thermal and diffusive damping experienced by particles in the classical field region due to the thermal reservoir (i.e. the quantum region) [9].

Although the inclusion of an energy cutoff is crucial in higher dimensions in order to prevent a divergence of the atomic density, its role is less crucial in 1D. In particular, the 1D classical field predictions for the atomic density do not diverge, even in absence of an energy cutoff, and are quantitatively correct for degenerate gases [16]. The results we present are correctly described solely by classical field theory without a cutoff: for a given peak linear density and temperature, the results do not depend on the cutoff once it is large enough. The cutoff merely determines the size of the basis used for the numerical calculations.

Our simulations were performed within the Hermite-Gauss basis, which is the single-particle eigenbasis of an harmonically-confined ideal gas, and therefore represents the natural, most computationally efficient basis (see Eq. (39) of [17] for an explicit expression of the SPGPE in the Hermite-Gauss basis). Since these eigenstates well-approximate the higher-energy, sparsely populated modes, simulation in the
Hermite-Gauss basis imposes an energy cutoff that is in direct proportion to the basis size. As discussed above, the variation of this energy cutoff makes little difference to the resulting equilibrium states.

After generating the equilibrium ensemble, the simulations proceed by quenching the trapping frequency \( \omega_0 \rightarrow \omega_1 \) and evolving the ensemble in time using the simpler projected Gross-Pitaevskii equation (PGPE) [which can be obtained by setting \( \kappa_{\text{th}} = 0 \) in Eq. (S11)] [18, 19]. This equation then conserves energy and number of particles. As pointed out above, this classical field approximation fails to correctly capture the behavior of high energy modes. In contrast to the equilibrium case, this can affect the dynamics, and in particular the damping rates, and the details can be sensitive to the cutoff [20, 21]. Nevertheless, nonequilibrium properties have been studied with some success using this type of classical field approximation, including the collective oscillations of Bose gases [21, 22]. In our case, the results of dynamics that we present here are found not to depend strongly on the choice of the energy cutoff, demonstrating that the role of the higher-energy states is relatively unimportant.

For consistency, we chose the same energy cutoff for both the PGPE evolution after the confinement quench and the SPGPE that generates the initial condition. However, the Hermite-Gauss modes that represent the single-particle eigenbasis depend upon the trapping frequency. This implies that the number of Hermite-Gauss modes used for the PGPE evolution, \( M_{\text{cut}} \), is related to the number of modes in the SPGPE evolution \( M_{\text{cut}} \) via

\[
M_{\text{cut}} = \left\lfloor \frac{\omega_1}{\omega_0} \left( M_{\text{cut}} + \frac{1}{2} \right) - \frac{1}{2} \right\rfloor, \quad (S13)
\]

where \( \lfloor x \rfloor \) denotes the integer component of \( x \).

Figure 1 illustrates PGPE evolution of the position density and momentum distributions after a confinement quench in three different parameter regimes. Although the density undergoes breathing oscillations at frequency \( \omega_B \simeq \sqrt{3}\omega_1 \) in all three cases, the momentum distribution exhibits frequency doubling (top row), a crossover between quasi-doubling and no doubling (middle row), and no frequency doubling (bottom row). This is consistent with the breathing oscillations predicted by our finite-temperature hydrodynamic theory within the quasicondensate regime (see main text).

B. Details for comparison with finite-temperature hydrodynamic theory in the quasicondensate regime

The thermal equilibrium properties of a harmonically trapped Bose gas at temperature \( T_0 \) and peak density \( \rho_0(0) \) can be parametrized by the three dimensionless quantities \( \gamma_0 = \hbar^2/\sqrt[3]{g\rho_0(0)} \), \( \bar{t}_0 = 2\hbar^2k_B T_0/(mg^2) \), and \( \bar{\omega} \equiv (t_{00}/\xi_0) = \hbar\omega_0/[g\rho_0(0)]^2 \), where \( t_{00} = \sqrt{\hbar/(mg\omega_0)} \) and \( \xi_0 = \hbar/\sqrt{mg\rho_0(0)} \) are the harmonic oscillator length scale and healing length, respectively. However, within the classical field approximation only two parameters are required since features on the order of mean interparticle separation \( 1/\rho_0(0) \) are neglected. Specifically, if the classical field is scaled by \( \psi_0 = \left[ m\hbar^2 k_B^2 T_0^2/(\hbar^2 g) \right]^{1/6} \), the length scale by \( x_0 = (\hbar^2/(mg^2k_B T_0))^{1/3} \), and the trapping frequency by \( \bar{\omega} = (k_B T_0\sqrt{mgT/\hbar})^{2/3} \), then the thermal action \( E(\psi_0)/k_B T_0 \) [see Eqs. (S9) and (S10)], which determines the grand canonical partition function, depends only on the dimensionless parameters \( \gamma_0 = (\hbar^2/(mg^2k_B T_0)^{1/3}) \), and \( \omega_0 / \bar{\omega} \). Equivalently, the gas can be described by the dimensionless parameters \( \chi_0 = k_B T_0/\sqrt{g\rho_0(0)/m} \) and \( \bar{\omega} = \hbar\omega_0/[g\rho_0(0)] \); field correlation functions of order \( q \) have previously been shown to depend only on \( \chi_0 \) and \( \bar{\omega} \); provided they are scaled to \( \rho_0(0)^{q} \) and the lengths are scaled to \( \hbar^2 \rho_0/(mk_B T_0) \) (cf. [10, 23]) which investigated the parameter dependence within the classical field approximation for a uniform Bose gas. For sufficiently weak trapping frequencies, \( \bar{\omega} \rightarrow 0 \) and drops out of the problem. This occurs if the size of the atomic cloud is much larger than other microscopic correlation lengths of the gas, therefore implying that the local density approximation (LDA) is valid.

Consider now the post-quench dynamics investigated in this paper. They are \textit{a priori} parametrized by the dimensionless parameters \( \gamma_0, A = \sqrt{8}/\chi_0 = \sqrt{8}/(\gamma_0^{2/3}t_0) \), and \( \bar{\omega} \). Within the classical field approximation, if we rescale the PGPE [cf. Eqs. (S11) and (S12)] as done for the equilibrium case, we find that \( \gamma_0 \) drops out. Additionally, we chose parameters for our c-field simulations such that the dynamics only depend upon \( A \) and \( \bar{\omega} \). That is, we required a sufficiently weak \( \bar{\omega} \) such that the size of the cloud was always much larger than the typical correlation length \( \xi_0^{(0)} = \hbar^2 \rho_0(0)/(mk_B T_0) \) (recall that \( \xi_0^{(0)} \) is the typical phase correlation length of the gas, itself larger or on the order of the density-density correlation length). Similarly to the equilibrium case, one then expects a dynamical LDA to be valid, ensuring that the parameter \( \bar{\omega} \) is irrelevant. This further fulfilled the high temperature condition required for the (S)PGPE, whilst still ensuring that the number of modes was numerically tractable.

In order to compute \( A_c \) for a given quench strength \( \epsilon \), we fixed \( t_0 \) and varied \( A \). For each \( A \), \( K \) was extracted by fitting \( B_0 \exp(-b_0 t)\sqrt{1 - K \cos(2vt)}/[1 - K \cos(2vt)] + B_2 \exp(-b_2 t) \) to the HWHM of the momentum distribution at each time point \( t \) (here \( B_0, B_1, b_0, b_2, \nu, K \) are free fitting parameters); see the red curves of Fig. 1 for example fits. The rates \( b_1 \) and \( b_2 \) account for the damping present in the PGPE evolution, which is absent from our hydrodynamic theory. This gave a dataset \( (A, K) \); the point \( A_c \), where \( K = 1/2 \) was determined by fitting \( 1/2 \left[ \tanh[a(A^{-2/3} - A_c^{-2/3})] + 1 \right] \) to this dataset, with free fitting parameters \( a \) and \( A_c \).

The equilibrium momentum distributions generated by the SPGPE differ slightly to those generated from Eq. (10) of the main text. This is not unexpected; various assumptions that go into Eq. (10) (such as a Thomas-Fermi density profile and the LDA) are relaxed in the SPGPE. A fairer comparison to our finite-temperature hydrodynamic theory is therefore obtained by fitting the equilibrium momentum distribution predicted by Eq. (10) of the main text to the c-field equilibrium momentum distribution (with \( A \) and \( \hbar\omega_0/[g\rho_0(0)] \) as free parameters). This shifts the dataset \( (A, K) \rightarrow (A', K) \); the c-field
values of $A_{cr}$ reported in Fig. 1 of the main text are computed with respect to this latter dataset.

[7] Since $\phi(x)$ is a real function in the classical field picture, one should, in fact, expand on real sinusoidal functions; see: I. Bouchoule, N. J. van Druten, and C. I. Westbrook, in Atom Chips, Eds. J. Reichel and V. Vuletic (Wiley-VCH, Weinheim, Germany, 2011).
[8] Explicitly, the dimensionless function $N$ for a 1D Bose or Fermi gas is given by $N((\hbar^2 k^2/2m - \mu)/k_B T) = \frac{1}{\tau} \left[ e^{(\hbar^2 k^2/2m - \mu)/k_B T} + 1 \right]^{-1}$, i.e., it is proportional to the Bose-Einstein ($-$) or Fermi-Dirac ($+$) distribution function, respectively.
[11] To see this, note that the Gibbs ensemble is also correctly sampled if one ignores the term $-\frac{1}{2} L_C$ in Eq. (S11). Then the value of $\kappa_0$ only determines the evolution timescale, and is therefore irrelevant to the equilibrium configuration.
[16] However, the density is overestimated for non-degenerate gases. Consequently, in a harmonic trap and in the absence of an energy cutoff, the classical field predicts tails of the density that decay as $1/|x|$, leading to an unphysical divergence of the total atom number. Such tails are unimportant for the results that we present here.