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We demonstrate a method to measure the gravitational acceleration with a dual cloud atom interferometer; the use of simultaneous atom interferometers reduces the effect of seismic noise on the gravity measurement. At the same time, the apparatus is capable of accurate measurements of the vertical gravity gradient. The ability to determine the gravity acceleration and gravity gradient simultaneously and with the same instrument opens interesting perspectives in geophysical applications. © 2012 American Institute of Physics.
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Atom interferometry has been proven effective for precise measurements of gravity acceleration,1–5 Earth’s gravity gradient,6–8 and rotations.9–12

Gravimeters and gravity gradiometers based on atom interferometry are particularly attractive for a number of applications when compared with traditional sensors, because of their excellent long-term stability.13 These include metrology, geodesy, geophysics, engineering prospecting, and inertial navigation.7,13–20

Absolute gravimeters generally require a high degree of isolation from vertical acceleration noise which, as a consequence of the equivalence principle, cannot be distinguished from gravity itself. This is usually achieved with complex seismic isolation systems, which limit the reliability and compactness of the instrument, two critical issues for field applications. In the case of atom interferometers, where the transfer function of seismic noise to the output of the gravimeter is precisely modeled, the seismic noise can be rejected to some degree by calculating a correction from the reading of a mechanical accelerometer.12

On the contrary, atom interferometry based gravity gradiometers are highly immune from vibrations and seismic noise, which are efficiently rejected as common mode signals in a differential measurement when simultaneous atom interferometers (SAIs) are employed.

Gravity gradiometers are used in geophysical applications either to detect sources of relatively small size, or in situations where vibration noise would hamper absolute gravity measurements—i.e., in airborne or satellite gravity mapping. Moreover, the knowledge of gravity gradient is necessary in reducing the measured gravity acceleration to nearby locations.

In this paper, we discuss the use of a gravity gradiometer to also perform a local measurement of the gravitational acceleration under severe conditions of vibration noise. This is possible employing one of the two atomic clouds of the gravity gradiometer to sense the acceleration noise. This information can then be used to correct the interferometric phase measured on the second cloud. Such a method is very robust against seismic noise, and allows to use the instrument for simultaneous measurement of gravity acceleration and of the vertical gravity gradient, without need of any seismic isolation or mechanical accelerometer. Our results can have interesting applications both in geophysics, where the knowledge of the gravity gradient is complementary to that of gravity acceleration, and in fundamental physics, where advanced schemes for large-area atom interferometry can be seriously limited by seismic and vibration noise.21

The experimental apparatus is described in Refs. 19 and 22. Our gravity gradiometer consists of a dual-cloud matter wave interferometer in which atoms are first cooled and trapped in a magneto-optical trap (MOT) and then launched upwards in a 1 m long, magnetically shielded vertical tube using the moving molasses technique. Two clouds of 87Rb are trapped and launched in rapid sequence to fly simultaneously on two parabolic trajectories with a constant vertical separation of about 30 cm. In the tube, Raman lasers precisely aligned along the vertical direction excite the atoms on the two-photon Raman transition between the hyperfine levels of the Rb ground state. Raman transitions are used for velocity selection and initial state preparation of the atomic samples, as well as to realize the interferometric sequence simultaneously for the two atomic clouds, around the apogees of the atomic trajectories. A set of source masses surrounds the atomic fountain, providing a well characterized additional gravity field for the measurement of the gravitational constant G.23

In a Raman interferometer, atoms are split, redirected and finally recombined by a π/2 − π − π/2 pulses sequence.1 Atom interference fringes are detected by measuring the
normalized population in one of the two hyperfine levels of the ground state of the Rb atoms. The measured atom interferometer phase depends on the local gravitational acceleration and on the relative phase of Raman lasers, and it is then given by \( \phi = \phi_0 + \phi_L + \phi_N \), where \( \phi_N \) is a zero-mean, vibration-induced phase noise, and \( \phi_L \) is an extra relative phase of Raman lasers that can be precisely tuned to scan the atom interference fringes; the gravity-induced phase term is given by

\[
\phi_0 = (k_{\text{eff}} g - x)T^2, \quad (1)
\]

where \( k_{\text{eff}} \) is the effective wave vector of the Raman transition, \( g \) is the gravity acceleration, \( x \) is the frequency chirp rate applied to the Raman lasers, \( T \) is the time interval between Raman pulses. For inertial sensing, the atoms must interact with two counter-propagating Raman laser beams. Vibrations of the optics in the uncommon beam paths cause relative phase fluctuations of Raman laser fields, which directly map into phase noise of the interferometer as represented by \( \phi_N \). Figure 1 shows a typical interferometric fringe for \( T = 160 \text{ ms} \) when scanning \( \phi_L \) without seismic isolation. Each point represents a couple of values \( (x', \phi_L') \) where \( x' \) is the normalized population of the \( F = 1 \) level, and \( \phi_L' \) is the scanned relative phase of Raman lasers.

A direct least-squares fit of measured points to the function

\[
x = A \sin(\phi_L + \phi_0) + B \quad (2)
\]

for retrieving the phase \( \phi_0 \) would clearly yield unreliable results in such conditions of seismic noise. In the presence of large phase noise, but small amplitude noise, a prior determination of the fringe amplitude and bias from the probability density function (PDF) of data allows to disentangle phase and amplitude noise, and provides better results for the determination of \( \phi_0 \). Assuming the interferometer signal to be given by \( x = A \sin y + B + N'(0, \sigma^2) \), where the phase \( y \) is a random variable with uniform distribution, and \( N'(0, \sigma^2) \) is a Gaussian zero-mean additive amplitude noise with variance \( \sigma^2 \), the model PDF reads

\[
P(x) = \int_{-\infty}^{B+A/2} \frac{1}{\sqrt{2\pi\sigma^2}} A e^{-\frac{(y-B)^2}{2\sigma^2}} dy. \quad (3)
\]

Once \( A \) and \( B \) have been determined from least-squares fit of the \( x_i \) distribution to \( P(x) \), the interferometer phase \( \phi_0 \) can be retrieved by fitting the measurements \( \{x_i^0, \phi_i^0\} \) to Eq. (2), with only \( \phi_0 \) as a free parameter. Alternatively, it is possible to invert equation (2) to retrieve the phase \( \phi^i \) of each individual measured point as

\[
\phi^i = \arcsin \frac{x^i - B}{A} - \phi_L^i, \quad (4)
\]

where \( A \) and \( B \) are determined through Eq. (3); then \( \phi_0 \) is obtained from the distribution of the calculated \( \phi^i \) values, assuming that \( \phi_N \) is normally distributed. Such algorithm is not able to solve the \( \pi \) phase ambiguity, as all points whose phase differs by integer multiples of \( \pi \) are folded back in the \([ -\frac{\pi}{2}, +\frac{\pi}{2}] \) interval. If the variance of \( \phi_N \) is much larger than \( \pi \), the \( \phi_i \) distribution is flat and gives no information about the average value \( \phi_0 \).

In the SAI’s configuration, two vertically separated light-pulse atom interferometers share the same pair of Raman lasers and measure the local acceleration with respect to the common reference frame identified by the wave fronts of the Raman lasers. The phases of upper and lower interferometer, respectively, are then given by \( \phi_u = \phi \) and \( \phi_d = \phi + \Delta \phi \) where \( \Delta \phi \) is the phase difference due to vertical gravity gradient. Therefore, even when the noise induced by seismic activities and vibrations washes out the interferometer fringes, the signals simultaneously detected on the upper and lower accelerometers remain correlated and preserve a fixed phase relation. As a consequence, when the trace of the upper accelerometer is plotted as a function of the lower one, experimental points \( \{x_i^u, y_i^u\} \) distribute along a Lissajous ellipse. The ellipse best fitting of the experimental data has been expressed with the parametric equations

\[
\begin{aligned}
\{ x = A \sin \phi + B \\
y = C \sin(\phi + \Delta \phi) + D.
\end{aligned} \quad (5)
\]

Here, \( A, B, C, \) and \( D \) represent the amplitude and offset of the two atom interferometer fringes, while \( \phi \) is the phase due to common acceleration and seismic noise. Ellipse fitting yields the phase offset \( \Delta \phi \) which is a measure of the differential gravity acceleration.

However, the same algorithm can be used to determine the gravity acceleration, i.e., the phase \( \phi_0 \). In fact, least squares ellipse fitting also provides the best estimate for the actual phase \( \phi^i \) of each individual measured point. The distribution of \( \phi^i \) values is folded in the \([-\pi; +\pi]\) interval. Figure 2 shows the distribution of \( \phi^i \) data obtained from a single fringe and from ellipse fitting, corresponding to the fringes in Figure 3. As long as the RMS phase noise is not much higher than the amplitude of the phase folding interval, the phase \( \phi_0 \) and its standard error can be determined by fitting the distribution of \( \phi^i \) values with a folded Gaussian function.

In the presence of large phase noise, the use of SAI’s offers two main advantages. First, the phase distribution is determined over a range which is twice that of a single interferometer. In addition, when using a single interferometer, the retrieval fidelity of individual phases \( \phi^i \) is quite poor at the edges of the measurement range, where the fringe slope is minimal and the conversion of amplitude noise into phase
noise is maximal. This is not the case with ellipse fitting, where the phase at the edges of the lower interferometer fringe is mainly determined by the signal of the upper interferometer, and vice versa, if the phase difference $\Delta \phi$ is sufficiently large (see below). The last point is illustrated in Figure 3 where we compare the reconstructed fringes obtained by the two methods. To test the single-fringe phase retrieval, the lower interferometer signal is plotted versus the phase calculated on the upper interferometer from Eq. (4). In the case of perfect fidelity, the phases of the two interferometers should have a constant difference $\Delta \phi$. However, when setting $\phi_i' = \phi_j'$, the fringe of lower interferometer is sensibly noisier than when using ellipse fitting. For unambiguous retrieval of $\phi_i'$ along the whole range with ellipse fitting, the minimal radius of curvature of the ellipse must be larger than the RMS amplitude noise (i.e., the $\sigma$ parameter in Eq. (3)). This means that the phase difference $\Delta \phi$ between the two interferometers must be larger than the signal-to-noise ratio $\sqrt{A/C/\sigma}$. With our typical values of contrast and amplitude noise, this requirement reads $\Delta \phi > 15$ mrad. The phase difference due to the Earth gravity gradient with $T \approx 150$ ms and cloud separation $d \approx 30$ cm is $\Delta \phi \approx 386$ mrad.

In order to show the ability of this technique to measure the gravity acceleration, we recorded the dual interferometer output continuously for about two days. We calculated $\phi_0$ from histograms, then $g$ and its standard error through Eq. (1), every 1800 experimental points, i.e., about one hour. The resulting $g$ temporal plot is shown in Fig. 4, where it is compared to the tidal prediction. In the presence of large, seismically induced phase noise, the dual-cloud algorithm is still able to track the tidal gravity changes, while the performance is sensibly worse with a single cloud. When comparing the two methods, the short-term sensitivity is a factor two better with ellipse fitting; however, when fitting the $g$ data to the tidal model using a baseline as the only free parameter, the RMS of residuals amount to $\sim 13 \mu gal$ and $\sim 36 \mu gal$ respectively, i.e., it is three times smaller with SAI than with a single fringe. Using three ellipses with slightly different value of the interferometer time $T$, in order to determine the fringe order, we derive an absolute value for the gravity acceleration $g = 9.804972 \pm 0.000079$ m/s$^2$, in good agreement with the value of 9.80492048 $\pm 0.00000003$ m/s$^2$ measured with a commercial FG5 gravimeter in the same location.$^{26}$

While reliable Gaussian fitting requires histograms with a large number of points, the temporal resolution can be improved by using a Bayesian estimator. Let us assume that the actual phase is normally distributed around the unknown value $\phi_0$ with variance $\sigma$, and let us neglect the probability for $\phi$ to fall outside the range $[-3\pi; +3\pi]$, while experimental points $\phi_i$ are folded in the $[-\pi; +\pi]$ interval; to determine $\phi_0$ and its standard error we employ the Bayesian estimator

$$\hat{\phi}_0 = \int_{-\pi}^{+\pi} \frac{1}{2\pi} \phi_0 p(\{\phi_i\}|\phi_0) d\phi_0,$$

where the conditional probability density is given by

$$p(\{\phi_i\}|\phi_0) = N \sum_{n=-1}^{1} e^{-\sum_i (\phi_i - \phi_0 - 2n\pi)^2}$$

![Fig. 2. Histograms of 1800 $\phi_i$ values with $T = 160$ ms, calculated according to Eqs. (4) (in black) and (5) (in red); the solid lines represent least-squares fits with folded Gaussians.](image)

![Fig. 3. Reconstructed fringes for $T = 160$ ms: the measurements $x'$ and $y'$ from the two simultaneous interferometers are plotted versus the calculated phase $\phi'$; each fringe contains 1800 experimental points, and each point represents a single measurement; in (a), the phase $\phi'$ is computed from the upper interferometer by applying Eq. (4) after determining $A$ and $B$ with Eq. (3); in (b), $\phi'$ is computed with Eq. (5).](image)

![Fig. 4. Variation of Earth’s gravity as a function of time. Each dot is obtained by averaging the measured data over a 1 h interval. Error bars represent the statistical error. The solid line is a fit to predicted Earth’s tides with a baseline as the only free parameter.](image)
and $N$ is a normalization constant. With this technique, we can obtain a single $g$ value after recording $\sim 70$ experimental points, i.e., after about two minutes.

The Allan deviation of the difference between measured and predicted $g$ values rolls off as $7 \times 10^{-8} \text{ms}^{-2}/\sqrt{t}$ up to 90 min, reaching a level of about 13 $\mu$gal. The sensitivity is somehow limited by the repetition rate of the experimental sequence, which cannot be larger than 0.5 Hz due to geometrical constraints in our apparatus which is specifically designed for the $G$ measurement.

The sensitivity of differential gravity measurement, as obtained from the Allan deviation of $\Delta \phi$ data, is about $9 \times 10^{-8} \text{ms}^{-2}/\sqrt{\text{Hz}}$. From the measurement of $\Delta \phi$ and of the clouds separation $d$, we derive the absolute value of the gravity gradient as $\gamma = \Delta \phi/(dk_{\text{eff}} T^2)$. The contribution of residual magnetic field gradient has been evaluated to $(5.0 \pm 0.5) \times 10^{-8} \text{s}^{-2}$, by measuring the ellipse phase angle versus the applied bias field in the region of the atom interferometry sequence, and extrapolating to zero field. We estimate the effect of the Coriolis acceleration by measuring the average horizontal velocities of the two atomic clouds along the east-west direction with a precision of $\sim 0.1 \text{mm/s}$.\ref{27} Finally, after correcting for the gravity gradient produced by the closest masses,\ref{26} we obtain $\gamma = (3.13 \pm 0.03) \times 10^{-8} \text{s}^{-2}$, in fair agreement with the standard free-air value of $3.09 \times 10^{-6} \text{s}^{-2}$. The uncertainty is dominated by the Coriolis shift, which, however, can be efficiently suppressed with the use of a tip-tilt mirror.\ref{28} The remaining contributions amount to $\sim 7 \times 10^{-9} \text{s}^{-2}$.

In conclusion, we demonstrated the combined measurement of gravity gradient and gravity acceleration using a pair of simultaneous atom interferometers. The instrument can operate without need for seismic attenuation with a RMS phase noise of $\sim 1 \times \pi$. The use of a mechanical accelerometer in combination with a single-cloud atom interferometer\ref{12} would be compatible with comparatively larger phase noise. Nevertheless, under typical seismic noise, reliable operation of our method is possible with an interferometer time $T \sim 150 \text{ms}$ using a clouds separation of $\sim 30 \text{cm}$. Such a configuration is especially suited for the realization of compact devices for field use. Moreover, our method might be extended to the case of SAIs with different scale factors, i.e., with different atomic species,\ref{29,30} where the range for phase retrieval could be largely expanded.
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