Using radiative transfer equation to model absorption by thin Cu(In,Ga)Se$_2$ solar cells with Lambertian back reflector
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Abstract: We investigate the optical absorption in a thin Cu(In,Ga)Se$_2$ solar cell with a Lambertian white paint beneath a transparent back contact. Although this configuration has been proposed more than 30 years ago, it turns out that rigorous simulation of Maxwell’s equations demand powerful numerical calculations. This type of approach is time consuming and does not provide a physical insight in the absorption mechanisms. Here, we use the radiative transfer equation to deal with multiple scattering of the diffuse part of the light. The collimated part is treated accounting for wave effects. Our model is in good agreement with optical measurements.
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1. Introduction

Copper indium gallium diselenide (CIGS) is one of the most promising thin film solar cell technologies [1]. While increasing the development of commercial modules the issue of materials resources arises. Currently, indium is widely used in the production of flat screens found in computer and electronic devices. A continued growing demand over many years may result in a lack of indium. Therefore, reducing the amount of indium by thinning the absorber layer in solar cells is of main interest. The typical thickness of CIGS in commercial cells is about 2–2.5 μm. For this thickness, most of the light in the visible range is absorbed in a single pass due to the high absorption coefficient. In a thin film with a thickness on the order of 0.5 μm or less, the thickness of the absorber layer is smaller than the absorption depth of light; therefore, optical management is of crucial importance. With current technology, reducing the thickness of CIGS results in increased parasitic losses in the Mo back contact. Hence, it was proposed to replace the back contact by a more reflective material such as silver or gold [2–4].

While the previous discussion has been focused on CIGS photovoltaic cells, the issue of enhancing absorption by thin cells is relevant for all materials. It is well known that scattering light in the absorber layer enhance the absorption in the cell by light trapping effect [5]. Since the refractive index of semi-conductors is high, the absorption near its bandgap energy can be enhanced significantly by trapping rays by total internal reflection. While this mechanism is well understood in the ray optics regime for a slab with one or two rough interfaces [5–9], modeling the scattering due to rough surfaces within the entire solar cell is much more complicated [10–17]. Of course, exact solutions of Maxwell’s equations can always be calculated for a given cell configuration. However, this type of approach requires brute force numerical simulations, is time consuming, and does not provide a physical insight in the absorption mechanisms. It is thus desirable to explore the potential of alternative models. In the model proposed by Leblanc et al., the incident wave on a rough surface was divided into specular and diffuse components [10]. The specular light was assumed to be proportional to the Fresnel’s coefficients such that energy is conserved and the angular distribution of the diffuse reflection and transmission were derived experimentally. Both absorption due to specular and diffuse light were calculated by the transfer matrix method but, without correlation between them. Zeman and Krč regarded the specular light as coherent and the diffuse light as incoherent treated with one-dimensional ray tracing [11–15]. The rough surfaces were assumed to be Lambertian or any angular distribution. Springer et al. used similar approach where they followed the diffuse light by Monte-Carlo technique [16, 17]. In the work of Santbergen and Zolingen, a net-radiation method was implemented to study the optical absorption of thick wafers (> 300 μm) [17]. This is an incoherent energy transport equation which is not adequate for thin film solar cells.

An alternative approach is based on using the radiative transfer equation (RTE) which is a transport equation for diffuse intensity in scattering and absorbing media. This approach is very well developed in the context of atmospheric sciences [18, 19], mechanical engineering for radiative heat transport [20], microwave remote sensing [21, 22] or propagation in tissues [23]. Although the techniques for solving the RTE are well-known, their application to modeling ab-
sorption in thin solar cells raises a number of specific questions. First of all, a typical cell consists in several interfaces where specular reflection takes place. For structures with thicknesses on the order of the wavelength, interference effects cannot be neglected. It is thus necessary to account for interferences for the collimated part of the light whereas an incoherent model can be used for the diffuse component. When interferences are produced in an absorbing medium, a specific difficulty appears due to the fact that absorption is a non linear process. The standard implementation of RTE deals with losses in situations where the absorption length is much larger than the system size which is itself much larger than the wavelength (ray optics approximation). These media are known as semitransparent media. In the context of thin photovoltaic cells, both the system size and the absorption length are on the order of the wavelength. Another specific issue is the critical importance of properly dealing with total internal reflection at interfaces between lossy media with different refractive indices. In contrast with what happens for non lossy media, the transmission factor is non zero between lossy media for angles beyond the critical angle. In this context, accounting for the frustrated total internal reflection between lossy media plays a significant role. Hence, at first glance, thin solar cells appear not to be in the domain of validity of RTE. To our knowledge, it has not been used in solar cells applications [24].

In this paper, we revisit the question of using the radiative transfer equation for modeling absorption by a thin cell. It is usually considered that RTE can be used for systems where geometric optics is valid and the media can be considered to be semi transparent. While these conditions are sufficient conditions for RTE to be valid, they are not necessary. It turns out that RTE is not a purely phenomenological model. It can be derived from wave equations [19, 25]. Also, it is well known that the collimated part of the field is coherent whereas the diffuse part of the field is incoherent [19, 22, 25]. It is thus worth revisiting the question of its application to thin solar cells. The key question of the validity of RTE for wavelength scale layered systems has been addressed previously. A comparison between full electromagnetic numerical simulations and RTE equation has shown that the diffuse part of the energy is properly described by RTE [26]. RTE is equivalent to a ray tracing technique. The potential of ray tracing techniques to deal with absorption by rough surfaces has also been explored and it was found that they can model correctly absorption for both periodic [27] and random [28] surfaces with transverse length scales approaching the wavelength provided that there are no surface waves excitations. The origin of the failure of incoherent models when exciting surface waves is well understood: surface waves produce coherent fields along the interfaces [29]. For a stratified medium such as a solar cell, waves guided in large index layers could play a role similar to surface waves and therefore introduce long range coherence. However, as guiding layers are designed to be lossy, they are expected to vanish over distances on the order of the wavelength so that no long range coherence is expected. Hence, encouraged by these results, we apply the RTE to photovoltaic cells. In this work, we present a formalism where the collimated part of the light is treated using a coherent model accounting for interferences between the layers. The diffuse part of the light is modeled using the RTE. Scattering is included by introducing the bidirectional scattering distribution function of the interfaces. The multiple scattering is included by using the formalism of scattering matrix [18].

Our model is compared with experimental results. A proof of concept solar cell was realized with transparent conductive oxide (TCO) as a back contact (ZnO:Al) and white-paint on the rear interface to scatter the light back into the cell. Optical measurements show increased absorption by the cell in the infrared region due to the Lambertian reflection of the white paint. We report experimental results which are in good agreement with the model for an absorbing layer of 400 nm.

The paper is organized as follows. The next section describes the optical model within the
2. Description of the optical model

The goal of this section is to introduce the general formalism of RTE from the perspective of the matrix approach [18]. We briefly introduce the definition of the key quantities and show how they can be used to derive the absorption in the cell.

2.1. Basic formalism

The basic quantity used in radiative transfer theory is the specific intensity \( I(z, \hat{u}) \) which is the radiative power per unit area and unit solid angle in direction \( \hat{u} \) at depth \( z \). The flux through an area \( dA \) in direction \( \hat{u} \) in a solid angle \( d\Omega \) is given by:

\[
dF = I(z, \hat{u}) \cos \theta \, d\Omega.
\]

(1)

Note that this quantity is scalar so that we are neglecting polarization. In principle, one could use the vectorial RTE which contains all the information on polarization using the Stokes vector [30, 31]. However, solar light is unpolarized and scattering by white paint depolarizes the light. Hence, we will be working in the scalar approximation hereafter. We will be introducing different layers located at \( z = l_m \). It is convenient to analyze separately the energy propagating upwards and downwards. The flux integrated over all upward and downward directions is thus:

\[
F^\pm(l_m) = \int_{\pm2\pi} \int_{\pm2\pi} I^\pm(l_m, \hat{u}) \cos \theta \, d\Omega.
\]

(2)

The net flux at an interface is then given by \( F(l_m) = F^+(l_m) - F^-(l_m) \) and the absorption in a volume between layers at \( l_m \) and \( l_n \) with \( l_m > l_n \) is given by:

\[
A_d = \frac{F(l_n) - F(l_m)}{F_{\text{inc}}}.
\]

(3)

where \( F_{\text{inc}} \) is the incident flux. In summary, once the specific intensities are known in the system, it is easy to derive the absorption in a given layer. We now turn to the equations that govern the radiative energy transport.

2.2. Interface scattering

The formalism is particularly useful to deal with multiple scattering at different interfaces. The key ingredient to account for scattering is the transmission and reflection at an interface. In the field of optics and radiometry, this quantity is known as bidirectional scattering distribution function (BSDF) such that \( R_d(\hat{u}, \hat{u}') \) is the BRDF and \( T_d(\hat{u}, \hat{u}') \) is the BTDF. They relate the incident intensity in direction \( \hat{u}' = (\theta', \phi') \) to the scattered intensity into direction \( \hat{u} = (\theta, \phi) \). In our context, it is useful to introduce explicitly the splitting between the specular and the diffuse components of the BSDF:

\[
R_d(\hat{u}, \hat{u}') = R_{d0}(\hat{u}, \hat{u}') \delta(\hat{u} - \hat{u}') + R_{dd}(\hat{u}, \hat{u}')
\]

\[
T_d(\hat{u}, \hat{u}') = T_{d0}(\hat{u}, \hat{u}') \delta(\hat{u} - \hat{u}') + T_{dd}(\hat{u}, \hat{u}')
\]

(4)

where the subscript \( d0 \) represents the specular component of the diffuse light, \( \delta \) is the Dirac delta function, and \( \hat{u} \) is related to \( \hat{u}' \) by Snell’s law. The subscript \( dd \) represents the scattering
by the diffuse light – it is the contribution from diffuse light to diffuse light. In addition, there
is also contribution of coherent light to the diffuse part. $T_{cd}$ represents the fraction that is ex-
tinguished from the coherent beam in transmission and is scattered into diffuse. It is the same
function (matrix, as we shall see later) like $T_{dd}$; but, we keep the subscript notation to remember
its origin. In reflection, it is denoted by $R_{cd}$. A schematic description of each contribution to the
diffuse light is illustrated in Fig. 1 where (+) sign is defined in the illumination direction of the
sunlight. Given these terms, the specific intensity emerging from an interface can be cast in the
following form:

$$
\frac{I_d}{n_m^2}(0_m, \hat{u}) = \int_{+2\pi} T_d^+ (\hat{u}, \hat{u}') \frac{I_d^+(L_{m-1}, \hat{u}')}{n_{m-1}^2} \mu' d\Omega' + \\
\int_{-2\pi} R_d^- (\hat{u}, \hat{u}') \frac{I_d^-(0_m, \hat{u}')}{n_m^2} \mu' d\Omega' + \\
T_{cd}^+(\hat{u}, \hat{u}')I_c^+(L_{m-1}, \hat{u}') + R_{cd}^-(\hat{u}, \hat{u}')I_c^-(0_m, \hat{u}')
$$

(5)

where $L_m$ is the thickness of layer $m$, $\mu = \cos \theta$, and $d\Omega = \sin \theta d\theta d\phi$.

With these definitions, it can be understood that accounting for multiple scattering amounts
to include the multiple reflections between different interfaces. The procedure is explained in
detail in Appendix A. Here, we want to examine in some detail some effects which need to
be taken into account when dealing with interfaces separating media with different refractive
index so that reflection and total internal reflection may take place.

Fig. 1. Schematic description of interface scattering between layers $m-1$ and $m$. The dif-
fuse intensity emerging from the surface can be due to four contributions: (a) transmission
from diffuse light, $T_d^+$; (b) reflection from diffuse light, $R_d^-$; (c) transmission from colli-
mated light, $T_{cd}^+$; and (d) reflection from collimated light, $R_{cd}^-$.

2.3. Coherent and incoherent specific intensity

We first discuss the importance of coherence of the field. When dealing with absorbing systems
with a thickness much larger than the wavelength, interferences can be neglected because after
averaging over all angles and all frequencies, the interference effects vanish. Here, we want to
emphasize that when dealing with the absorption of the collimated component of the incident
field, there is no averaging. If in addition, the thickness of the system is smaller than the wave-
length, then the resulting absorption will depend significantly on whether the absorbing layer
is located at a maximum or a minimum of the field. This is due to the well known Fabry-Perot
oscillations. With this picture in mind, the coherent effects must be taken into account when
computing the absorption of the collimated incident beam. Conversely, when dealing with the
diffuse component of the incident light, interferences can be neglected because scattering by a
random medium introduces random phases. For our purpose, we need to split the specific inten-
sity in two parts: the collimated which is coherent and the diffuse which is incoherent [22, 32].
The collimated part is treated as a plane wave impinging on a multilayer system. The electromagnetic fields through the cell are found using the transfer matrix method [33]. It is an exact solution of Maxwell’s equations that takes into account interference effects and multiple reflections within the different layers. The second part is the diffuse light which originates from scattering processes in the cell, such as rough surface, particles, etc. The transport of the diffuse light in the cell is modeled using the RTE, taking into account multiple scattering.

2.4. Absorption of coherent light

Here, we want to stress that absorption is a nonlinear phenomenon. Indeed, the local dissipation rate is proportional to the square of the electric field. This property results in an interference term appearing when writing the energy conservation at an interface. The intuitive relation of using the Fresnel’s factors as

\[ R_F + T_F = 1 \]

is no longer valid. Instead, one finds:

\[ R_F + T_F = 1 + \mathcal{M}; \quad \mathcal{M} = 2 \frac{\text{Im}(Q_i)}{\text{Re}(Q_i)} \text{Im}(r), \]

where \( Q_i \) corresponds to the perpendicular component of the wave vector in the medium of the incident wave and \( r \) is the reflection coefficient, as defined in Appendix B. The additional term in the right side of Eq. (7), \( \mathcal{M} \), is known as the mixed Poynting vector [10, 34–36]. It stems from interference between the incident wave and the reflected wave in the absorbing media. Nevertheless, it can be neglected provided that \( \text{Im}(n)/\text{Re}(n) < 0.1 \) [34]. In order to quantify the \( \mathcal{M} \) term in our cell, we calculate it for CIGS/ZnO:Al and CIGS/CdS interface, as a function of incident wavelength and direction. The results are shown in Fig. 2. Large values are obtained for wavelengths below 1 \( \mu \)m and at large incident angles. However, since in isotropic scattering the intensity decays according to the cosine’s law, the energy at angles above 60° is small. In addition, we will show later that since the light is scattered by the white paint into the ZnO:Al layer, the energy in the CIGS layer is null beyond the critical angle hence the large \( \mathcal{M} \) there is meaningless, and therefore it will be ignored hereafter.

Fig. 2. The mixed Poynting’s vector term (\( \mathcal{M} \)) as a function of wavelength and incident angle when unpolarized light illuminates from CIGS in case of: (a) CIGS - ZnO:Al and (b) CIGS - CdS interface.

2.5. Leaky transmission

Another interesting phenomenon which did not receive much attention in the literature is leaky transmission. When a plane wave illuminates a flat interface from medium 1 to medium 2 at
angles beyond the critical angle, part of the light may be transmitted if medium 2 has losses. This effect is obtained directly from Fresnel’s coefficients for both polarizations. Note that in this case the transmission does not follow Snell’s law. The direction of energy flow is found from the Poynting’s vector by \( \cos \theta_t = \frac{S \cdot \hat{z}}{|S|} \). An example of transmission values from dielectric to lossy material is given in Fig. 3. This leaking energy has a fundamental consequence in optical management of solar cells. As the active layer is lossy and is bounded between semiconductor and metal or two semiconductors that are also lossy, light is not totally reflected even though it is beyond the critical angle. Indeed, \( k_{z,2} \) has a real part when \( n_2 \) is complex indicating propagation in medium 2. In other words, light is not fully trapped in the active layer, as it is often assumed to be. As noted above, the transmission on a flat interface does not follow Snell’s law so that \( \frac{n_1^2 \mu_1 d\Omega_1}{n_2^2 \mu_2 d\Omega_2} \neq \frac{n_1^2 \mu_1 d\Omega_1}{n_2^2 \mu_2 d\Omega_2} \). Instead, the energy conservation gives

\[
\frac{I_{inc}^+(0_2, \hat{u})}{I_{inc}^+(L_1, \hat{u}')} = T_F(\hat{u}, \hat{u}') \frac{\mu_1 d\Omega_1}{\mu_2 d\Omega_2}
\]

where \( I_{inc}^+(0_2, \hat{u}) \) is the transmitted intensity in medium 2.

3. Experimental results

In this section, we compare experimental measurements and calculations of light absorption by a solar cell structure with transparent back contact and white paint. A proof of concept solar cell structure was realized using the following process. A standard CIGS film on Mo substrate is etched down to 1000 nm thickness from the front side in the bromine solution, as described in Ref. [37]. The standard solar cell stack (CdS / i:ZnO / ZnO:Al) is then deposited on the absorber, and an encapsulation is performed [4]. After the lift-off of the structure, a back side etching of the CIGS is performed down to a final thickness of 400 nm. In a realistic configuration, a TCO is needed between the absorber and the white paint for charge carrier extraction. We have deposited a 200 nm ZnO:Al spacer layer at the back side of the CIGS by sputtering. The ohmic contacts between CIGS and ZnO:Al were investigated by Rostan et al. and are not considered in this work [38].

At this stage, the cell is semi-transparent and all the interfaces are flat. We have measured the reflection and transmission from the cell using a UV/visible/IR spectrometer (Perkin-Elmer λ=900, spectral resolution: 10 nm) using an integrating sphere. From these measurements, it is possible to find the absorption in the cell by \( A = 1 - R - T \). We compare the measurement with calculation in Fig. 4(a), curve (A). As can be seen, there is a good agreement with the model (coherent light only) indicating that we use the correct thicknesses and refractive index of the
different layers (for example, at 1μm wavelength the refractive indices are: $n_{\text{glass}} = 1.514 + i3.16 \times 10^{-6}$; $n_{\text{ZnO:Al}} = 1.543 + i1.97 \times 10^{-2}$; $n_{\text{ZnO}} = 2.005$; $n_{\text{CIGS}} = 2.270 + i1.16 \times 10^{-2}$; $n_{\text{IMM}} = 3.001 + i5.39 \times 10^{-2}$; and $n_{\text{IMM}} = 1.5$). The high absorption in the IR spectra is due to the free-carriers in the ZnO:Al layers.

After this first characterization, a white paint (Spectralon) is attached mechanically on the rear side of the ZnO:Al such that an air gap is assumed to be between them. The reflection of the white paint was taken in the simulations as isotropic (Lambertian) with total reflectivity of 99% in the given spectral range. Since no light is transmitted from the cell the absorption in this configuration is given by $A = 1 - R$. We then perform the same spectroscopic characterizations, and compare with simulation results [curve (B) in Fig. 4(a)]. It is clearly seen that the absorption in the long wavelengths, near the bandgap of CIGS (1.15eV), are due to the white paint as a back reflector as well as enhanced absorption by the free carriers in ZnO:Al layers.

In curve (C), we compare the absorption by the cell when the white paint is adhered to the TCO using index matching medium (IMM). Its refractive index is $n_{\text{IMM}} = 1.5$ which is close to that of ZnO:Al in the IR spectra, and is assumed to be constant. A schematic illustration of

---

**Fig. 4.** (a) Spectral absorption by a CIGS solar cell as depicted in the inset. Curve (A) denotes measurement (solid) and calculation (dash) of solar cell without white paint (w-p) beneath the back contact ($A = 1 - R - T$). Curve (B) indicates measurement (solid) and calculation (dots) when the w-p is attached to the back contact with air gap between them ($A = 1 - R$). Curve (C) is when the w-p is adhered to the back contact using index matching media (IMM). Dense oscillations are obtained due to the thick glass superstrate (gray line). Numerical averaged is performed over a spectral window of 10 nm (dots), as the resolution of the spectrometer (for all the curves). (b) Spectral absorption in the different layers. For clarity, in the CIGS layer we show the absorbed light by the coherent and the diffuse parts. ‘FC’ (‘BC’) stands for the ZnO:Al in the front (back) contact.
the cell is shown in the inset of Fig. 4. The simulation is given in gray line to show the dense oscillations coming from Fabry-Perot interference in the thick glass. Then, we averaged this calculation with the same spectral resolution as the spectrometer (10 nm) to retrieve the smooth behavior (dots) of the experiment. It should be noted that this procedure was performed also for curves (A) and (B).

4. Discussion and simulations

Based on the good agreement between the experimental results and calculations, we can predict the absorption in the different layers. In particular, the absorption in the absorber layer which is proportional to the quantum efficiency and the short circuit current.

The results are shown in Fig. 4(b). In the light absorption of CIGS we discern between coherent absorption due to the collimated sunlight, and diffuse absorption due to the diffuse light originated from scattering on the white paint. For 400 nm thickness of CIGS, the diffuse light affects the absorption at wavelength larger than 500 nm. Its maximum is in the IR (800 – 1000 nm wavelength). At longer wavelengths, the absorption in ZnO:Al becomes dominant. Furthermore, it is seen that the buffer layer absorbs substantially in the visible range. As we have reported elsewhere [39], this absorption can be avoided by replacing the CdS with ZnS. Since the ZnS is a semi-conductor with a higher energy bandgap (3.6 eV) than the CdS (2.4 eV), more light will transmit into the CIGS layer and will be absorbed there. The high absorption in the ZnO:Al should also be reduced. Replacing it by a more transparent oxide, e.g. ZnO:Cl, can reduce its absorption in the IR and in the UV spectra [40].

The enhanced absorption by the cell in the presence of the white paint can be understood by the propagation of light in the cell. It is described schematically in Fig. 5. Collimated sunlight impinges on the cell and undergoes reflections and transmissions on the flat interfaces until it reaches the Lambertian back reflector (white paint). After it reaches the white paint, all the collimated light is reflected isotropically in the layer above (n2). This diffuse light propagates upward in the cell such that in layers with larger refractive index, e.g. at n3 > n2, light beyond the critical angle equals zero (zone III). At layers with smaller refractive index (n1), total reflection occurs beyond the critical angle such that light is trapped in the cell (zone II). It means, that the confinement of light depends on the refractive index of the medium close to the white paint (n2 in Fig. 5). Back to the results of Fig. 4(a), curve (B) corresponds to a structure where there is an air gap between the white paint and the back contact (n2 = n1); therefore, no light is trapped in the cell. Regarding curve (C), there is IMM between the white paint and the solar cell.

![Fig. 5. Schematic description of light trapping effect. Assuming n3 > n2 > n1, zone I, II, III corresponds to light cone in n1, n2, and n3, respectively. Therefore, the intensity in zone III equals zero, and on the interface from solar-cell to air, light in zone II is totally reflected.](#178436 - $15.00 USD)
\( n_2 = n_{\text{IMM}} \). Hence, the light trapping is only in zone II, which is according to the refractive index of the IMM.

In Fig. 6(a), we display the absorption in all the layers of a more realistic solar cell structure, i.e., the white paint is mounted on the back contact directly – without IMM. In addition, to avoid the absorption in the thick glass, an antireflection layer (MgF\(_2\), 100 nm thick) is used. Consequently, the total absorption by the cell is very similar to the one obtained in Fig. 4(b). When examining how the absorption is distributed within the layers, we find the absorption in the CIGS is slightly larger.

![Fig. 6. Spectral absorption in the different layers of the CIGS solar cell described in Fig. 4, with an antireflection layer (MgF\(_2\) – 100 nm thickness) instead of the glass superstrate, and (a) without IMM layer. (b) Without IMM layer and the back contact itself reflects the light as a white paint. As a result, the diffuse light in the CIGS layer is isotropic.](image)

From the preceding analysis, it is clear that the absorption in CIGS layer could be even larger, if the back contact would reflect as a white paint. Calculations of this hypothetical cell are shown in Fig. 6(b). The absorption due to the coherent light is almost not changed whereas the contribution of the diffuse light to absorption is increased dramatically. Note that the absorption edge is shifted toward the IR region. This effect can be manifested in the short circuit current, calculated by

\[
J_{\text{sc}} = q \int A_\lambda(m_{\text{CIGS}}) I_{\text{solar}}(\lambda) \frac{\lambda}{hc} d\lambda
\]

where \( q \) is the elementary charge, \( A_\lambda(m_{\text{CIGS}}) \) is the spectral absorption in the CIGS layer [given by Eq. (34)], \( hc/\lambda \) is the energy per wavelength, and \( I_{\text{solar}} \) is the sunlight (AM1.5). Comparison of \( J_{\text{sc}} \) for different back contacts as a function of CIGS thickness is shown in Fig. 7. It is seen that Mo is equivalent to ZnO:Al. Gold is known to enhance the reflection relative to Mo and also has good ohmic contact [4]. However, it is not suitable for mass production due to its high cost. White paint beneath the ZnO:Al layer is much less expensive and give similar results for CIGS thickness above 500 nm and slightly better results for thinner absorber. A cell with back contact that reflects as white paint is anticipated to improve significantly the \( J_{\text{sc}} \), e.g., 30 mA/cm\(^2\) at 100 nm CIGS thickness compare to 15 mA/cm\(^2\) for Mo with flat interface. It is worth mentioning that the results of the \( J_{\text{sc}} \) are based only on optical modeling. A realistic model for thin films should include also electrical effects on the interface, and possible chemical modifications of the interface.
5. Conclusions

We have investigated theoretically and experimentally the light absorption in a CIGS based solar cell with TCO back contact and white paint reflector. Enhanced absorption in the cell was obtained near the CIGS bandgap, resulting from light trapping in its high refractive index. Further absorption was calculated in the IR spectra when the TCO itself reflects as white paint, i.e., all the incident light is reflected isotropically. This enhancement is beyond what can be achieved with a flat gold or silver mirror. Simulated short circuit current are more than double as compared to the standard Mo back contact, at very thin layers. In the theoretical part, we have introduced in detail a two-dimensional semi-coherent model. The collimated sunlight and its specular components are analyzed using the transfer matrix method where the diffuse part of the light is treated using the RTE. The main limitations of our model are due to the mixed Poynting vector. Also, in case of metallic layers supporting surface plasmons or transparent high index layers supporting long range guided modes, coherent effects not accounted by the model will be significant. In our investigated cell, the white paint reflects as Lambertian surface. It provides the simplest model for surface scattering that satisfies energy conservation and reciprocity. Although the assumptions of the RTE are based on ray optics, which presume scale length much larger than the wavelength, we have found it to agree well in wavelength scale structure. This enables the use of the model in various stratified media with irregular interfaces in which interference effects are important. It includes different types of solar cells, thermophotovoltaics, photodetectors and light emitting devices.

A. Radiative transfer equation in stratified media

In this Appendix, we aim to give a detail derivation of the model presented in the paper. Although a large part can be found in the literature, it is distributed among different disciplines. Moreover, it is not formulated as proposed here: to incorporate calculations of electromagnetic fields (in the collimated part) with energy transport calculations (in the diffuse light). We begin with the quadrature rule which is a discretization of the polar angles along with the corresponding weights to each angle. The boundary conditions on an irregular interface are introduced in section A.2. Finally, a mathematical framework how to calculate the absorption in a given layer using the RTE is presented in section A.3.
A.1. Quadrature rule in stratified media

In a stratified media, it is of crucial importance to define the polar angles in each layer appropriately in order to consider the change in the refractive index between two adjacent layers. Assuming a flat interface separating two different media. In the high index medium there are two regions: below and beyond the critical angle. Moreover, in a multi-layer structure one needs to pay attention to the case where a layer with high refractive index is placed between two different layers with lower refractive indices. In this case, the critical angles with respect to both materials should be considered. This issue has been discussed by numerous articles [41–43]. The procedure we use to find the polar angles is similar to the one discussed by Caron et al. [43].

First, we sort the layers in ascending order according to their real part of refractive index such that the first layer has the lowest refractive index. The layers in the sorted structure are denoted by \( j = 1, 2, ..., J \) and its size can be smaller than that of the investigated structure if the same material is used. In the first layer, we set even angles and corresponding weights according to double Gaussian quadrature in the range \( \mu = \cos \theta \in [0, 1] \).

In the second layer, the refractive index is larger hence in the region below the critical angle, \( \theta_c \), we set the angles according to the Snell’s law,

\[
\mu_2 = \sqrt{1 - \left( \frac{n_1}{n_2} \right)^2 \left( 1 - \mu_1^2 \right)}
\]  

(10)

with the corresponding weights [18],

\[
w_2 = \left( \frac{n_1}{n_2} \right)^2 \left( \frac{\mu_1}{\mu_2} \right) w_1,
\]  

(11)

where we recall that only the real part of the refractive index is used to determine the angles. In the region beyond the critical angle, i.e. \( \mu \in [0, \mu_c] \), we set the angles and weights according to double Gaussian quadrature. These sets of angles and weights is used to determine the quadrature in the next layer in the region below the critical angle. For directions beyond the critical angle, the double Gauss method is used. The same procedure is continued until the layer with the largest refractive index.

The number of angles (known also as streams), \( N \), in each layer is proportional to the refractive index of the layer \( n \). In layer \( j \),

\[
N(j) = N_0 n_j.
\]  

(12)

where \( N_0 \) is the number of angles in the first layer. From this arrangement, the number of streams in each layer can be written also as

\[
N(j) = N(j - 1) + N'(j)
\]  

(13)

where \( N'(j) \) is the number of streams in layer \( j \) beyond the critical angle. A careful study shows that for a given structure \( N_0 \) is not a free variable, if the critical angles between all the layers are to be accounted for. In fact, in a stratified media with different materials, one should consider a minimum number of even streams with respect to the materials that are used, i.e., at least two streams beyond the critical angle yields,

\[
N_{0, \text{min}} = \frac{2}{\Delta n_{\text{min}}}
\]  

(14)

where \( \Delta n_{\text{min}} \) is the minimum difference between adjacent refractive indices in the sorted structure (or, smaller as we wish). For a given intensity, the integration over the polar angles is calculated using the double Gauss method such that

\[
\int I(\mu) \mu \, d\mu \approx \sum_j N(j) \mu_j w_j.
\]  

(15)
The integration over the azimuth angle, $\phi$, is usually performed when expanding the azimuthal dependence of the scattering function in a Fourier series [18]. Herein, where we use only flat and Lambertian interfaces, the scattering function is independent on $\phi$; hence,

$$F = \int I(\mu,\phi) \mu \, d\mu \, d\phi = 2\pi \int I(\mu) \mu \, d\mu.$$  \hfill (16)

**A.2. Boundary conditions on a single interface**

The specific intensity emerging from an interface is given in section 2.2, Eq. (5). We emphasize that since only collimated light can contribute to diffuse light, these terms have the same meaning as sources in the RTE, as can be seen by the last two terms in Eq. (5). In a flat interface, for instance, they are equal to zero and therefore do not contribute to diffuse light. In the same manner, we write the diffuse intensity in the opposite direction,

$$I_d^-(L_{m-1}, \hat{u}) = \int_{-2\pi}^{2\pi} T_d^- (\hat{u}, \hat{u}') \frac{I_d^-(0, \hat{u}')}{n_{m-1}^2} \mu' \, d\Omega' +$$

$$\int_{-2\pi}^{2\pi} R_d^- (\hat{u}, \hat{u}') \frac{I_d^-(L_{m-1}, \hat{u}')}{n_{m-1}^2} \mu' \, d\Omega' +$$

$$T_{cd}^- (\hat{u}, \hat{u}') I_c^- (0, \hat{u}') + R_{cd}^- (\hat{u}, \hat{u}') I_c^- (L_{m-1}, \hat{u}').$$ \hfill (17)

Let us also include propagation in layer $m$ to distance $l_m$. In case the medium absorbs, the intensity will be attenuated according to Beer’s law along the ray, i.e.,

$$I_d(l_m, \hat{u}) = I_d(0, \hat{u}) \exp(-\tau_m/\mu)$$ \hfill (18)

where $\tau_m = 2k_0 \text{Im}(n_m) l_m$. Thus, the intensities on an interface including propagation in layer $m$ are,

$$I_d^-(l_m, \hat{u}) = \frac{I_d^-(l_m, \hat{u})}{n_m^2} = e^{-\tau_m/\mu} \int_{-2\pi}^{2\pi} T_d^- (\hat{u}, \hat{u}') \frac{I_d^-(L_{m-1}, \hat{u}')}{n_{m-1}^2} \mu' \, d\Omega' +$$

$$e^{-\tau_m/\mu} \int_{-2\pi}^{2\pi} R_d^- (\hat{u}, \hat{u}') \frac{I_d^-(l_m, \hat{u}')}{n_m^2} e^{-\tau_m/\mu} \mu' \, d\Omega' +$$

$$e^{-\tau_m/\mu} \left[ T_{cd}^- (\hat{u}, \hat{u}') I_c^- (L_{m-1}, \hat{u}') + R_{cd}^- (\hat{u}, \hat{u}') I_c^- (0, \hat{u}') \right]$$ \hfill (19)

and,

$$I_d^+(L_{m-1}, \hat{u}) = \int_{-2\pi}^{2\pi} T_d^+ (\hat{u}, \hat{u}') \frac{I_d^+(l_m, \hat{u}')}{} e^{-\tau_m/\mu} \mu' \, d\Omega' +$$

$$\int_{-2\pi}^{2\pi} R_d^+ (\hat{u}, \hat{u}') \frac{I_d^+(L_{m-1}, \hat{u}')}{n_{m-1}^2} \mu' \, d\Omega' +$$

$$T_{cd}^+ (\hat{u}, \hat{u}') I_c^+ (0, \hat{u}') + R_{cd}^+ (\hat{u}, \hat{u}') I_c^+ (L_{m-1}, \hat{u}').$$ \hfill (20)

We write the equations above, (19) and (20), in a matrix formalism,

$$
\begin{pmatrix}
I_d^+(m) \\
I_d^-(m-1)
\end{pmatrix} =
\begin{pmatrix}
T_d^+(m-1, m) & R_d^-(m-1, m) \\
R_d^+(m-1, m) & T_d^-(m-1, m)
\end{pmatrix}
\begin{pmatrix}
I_d^+(m-1) \\
I_d^-(m)
\end{pmatrix} +
\begin{pmatrix}
C^+(m-1, m) \\
C^-(m-1, m)
\end{pmatrix}
$$  \hfill (21)

such that each term can be understood. We omit the angles for brevity and keep only the layers in the notation where $(m-1,m)$ relates between the interface at the end of layer $m-1$ ($L_{m-1}$) and the interface at a distance $l_m$ in layer $m$. The matrix given in Eq. (21) is called the scattering matrix between layers $m$ and $m-1$, denoted by $\mathbf{S}(m-1,m)$. We recall that the $C^\pm$ terms correspond to the source of the equation, stems from the collimated light.
A.2.1. Collimated light

The computation of the collimated light has two objectives. The first, is to know how much of the coherent light is absorbed by a specific layer. This is calculated by the Poynting’s vector flux on the boundaries of the layer

\[ A_c(m) = \frac{[S(0_m) - S(L_m)] \cdot \hat{z}}{S_{inc} \cdot \hat{z}} \]  

(22)

where \( S(l_m) \) and \( S_{inc} \) are the Poynting’s vector at distance \( l \) in layer \( m \) and of the incident wave, respectively. The second aim is to find the intensities of the collimated light on the interfaces, \( I_c \), in order to use it as a source term in the RTE. They are related to the Poynting’s vector by the flux, where

\[ F^\pm = S^\pm \cdot \hat{z} = |S^\pm| \cos \theta, \]

(23)

and, on the other hand,

\[ F^\pm = \int_{\pm 2\pi} I^\pm_d(\hat{u}') \delta(\hat{u} - \hat{u}') \mu' d\Omega' = I^\pm_c(\hat{u}) \cos \theta. \]

(24)

Thus, \( I_c = |S| \).

A.2.2. Diffuse light

As pointed out by Eq. (4), the scattering of the diffuse light contains two terms: the specular part and the diffuse part. In general, each of them should be found according to the specific interface. Here, we examine only two types of interfaces: flat and Lambertian.

On a flat interface, only the specular part exist and the diffuse part equal to zero. The reflection and transmission factors are given by Fresnel’s factors for plane waves whereas for intensities one needs to consider the deviation in the angular beam within the change of \( n^2 \). For example, on an interface between layers 1 and 2, the relations between the intensities and the Fresnel’s factors are given by [18]

\[ R_{d0}^+(\hat{u}, \hat{u}) = \frac{I_d^+(L_1, \hat{u})/n_1^2}{I_d^+(L_1, \hat{u})/n_1^2} = \frac{I_d^+(L_1, \hat{u})}{I_d^+(L_1, \hat{u})} = R_F(\hat{u}, \hat{u}), \]

\[ T_{d0}^+(\hat{u}, \hat{u}') = \frac{I_d^+(0_2, \hat{u}')/n_2^2}{I_d^+(L_1, \hat{u}')/n_1^2} = \frac{I_d^+(0_2, \hat{u}')}{I_d^+(L_1, \hat{u}')} \left( \frac{n_1}{n_2} \right)^2 = T_F(\hat{u}, \hat{u}'). \]

(25)

In order to have light beyond the critical angle, a scattering process is necessary either by rough surface, gratings, or particles. The simplest model for surface scattering is the Lambertian interface which scatter all the impinging light isotropically. Therefore, the specular reflection/transmission is fully suppressed \( R_{d0} = T_{d0} = 0 \) and the diffuse reflection/transmission [i.e., \( R_{dd}(\hat{u}, \hat{u}') \) or \( T_{dd}(\hat{u}, \hat{u}') \) in Eq. (4)] is constant – regardless of incident and emerging directions. White paint is known to reflect the incident light isotropically with a high BRDF of \( R_d^+ = 0.99/\pi \).

A.3. Solution of the RTE

So far, we have found the scattering matrix between two adjacent layers, given in Eq. (21). The same equation can be written to relate between the first layer and layer \( m \),

\[ \begin{pmatrix} I_d^+(m) \\ I_d^+(0) \end{pmatrix} = \begin{pmatrix} T_d^+(0, m) & R_d^+(0, m) \\ R_d^+(0, m) & T_d^+(0, m) \end{pmatrix} \begin{pmatrix} I_d^+(0) \\ I_d^+(m) \end{pmatrix} + \begin{pmatrix} C^+(0, m) \\ C^+(0, m) \end{pmatrix}. \]

(26)
where the geometry of the stratified structure with the corresponding notation is shown in Fig. 8. In order to find the scattering matrix herein, we use the recursive relation. After a little algebra, one set of equations yield,

\[
\begin{align*}
T^+(0,m) &= T^+(m-1,m)Q^+(0,m)T^+(0,m-1) \\
R^+(0,m) &= R^+(m-1,m) + T^+(m-1,m)Q^+(0,m)R^-(0,m-1)T^+(m-1,m) \\
C^+(0,m) &= C^+(m-1,m) + T^+(m-1,m)Q^+(0,m) \times \\
&\quad [C^+(0,m-1) + R^-(0,m-1)C^-(m-1,m)] \\
Q^+(0,m) &= \{1 - R^-(0,m-1)R^+(m-1,m)\}^{-1} 
\end{align*}
\]

(27)

and another set of equations give

\[
\begin{align*}
T^-(0,m) &= T^-(0,m-1)Q^-(0,m)T^-(m-1,m) \\
R^-(0,m) &= R^+(0,m-1) + T^-(0,m-1)Q^-(0,m)R^+(m-1,m)T^+(0,m-1) \\
C^-(0,m) &= C^-(m-1,m) + T^-(0,m-1)Q^-(0,m) \times \\
&\quad [C^-(m-1,m) + R^-(m-1,m)C^+(0,m-1)] \\
Q^-(0,m) &= \{1 - R^+(m-1,m)R^-(0,m-1)\}^{-1}. 
\end{align*}
\]

(28)

Although the two sets of relation seems to be the same, they are not completely identical. However, notice that they will be, if we replace + with −, m with m − 1, and m − 1 with 0. The Q terms is the signature to the multiple reflection inside the structure, as was discussed in details by Li [44]. Let us emphasize that the order of multiplying the different variables will be very important in the matrix notation.

The initialization is straightforward in this notation. For any scattering variable, the initial condition is given by \(R^\pm(0,1), T^\pm(0,1),\) or \(C^\pm(0,1)\) which is the interaction of light on the first

![Fig. 8. Geometry of the system and schematic notation of the different variables.](image-url)
The reflection and transmission become matrices with different sizes according to the interface and direction of light. For example, consider an interface between layers \( m - 1 \) and \( m \). The transmission matrix \( T_d^{+}(m-1,m) \) needs to correlate between \( N(m-1) \) streams of the incoming intensity to \( N(m) \) streams of the outgoing intensity. Therefore, it is not a square matrix. It has a size of \( N(m) \times N(m-1) \). With the same rationality, the transmission function in the opposite direction \( T_d^{-}(m-1,m) \) has a size of \( N(m-1) \times N(m) \). The reflection matrices are square with a size according to the layer of the incoming light. Herein, \( R_d^{+}(m-1,m) \) stands for light coming from layer \( m - 1 \) therefore its size is \( N(m-1) \times N(m-1) \) and the size of \( R_d^{-}(m-1,m) \) is \( N(m) \times N(m) \). Although each matrix has a different size, the scattering matrix in Eq. (21) becomes composition of the reflection and transmission matrices,

\[
S(m-1,m) = \begin{bmatrix}
T_d^{+}(m-1,m) & R_d^{+}(m-1,m) \\
R_d^{-}(m-1,m) & T_d^{-}(m-1,m)
\end{bmatrix}
\]

with a size of \([N(m) + N(m-1)] \times [N(m) + N(m)]\) which is square. The source terms become vectors with a size according to the direction of light. \( C^{+}(m-1,m) \) describes the diffuse intensity in the (+) direction, i.e., in layer \( m \). Accordingly, it has a size of \( N(m) \times 1 \). For the same reason, \( C^{-}(m-1,m) \) has a size of \( N(m-1) \times 1 \). The same arguments hold when we calculate the scattering matrix and the intensities between any layers, e.g., 0 and \( m \) shown in Eq. (26) – but in a matrix form.

In order to calculate the absorption in a given layer in the stratified media, we need to know the first the intensities in that layer. The intensity in a distance \( l \) in layer \( m \) can be found by solving Eq. (26) twice. Once, from the top of the first interface \( L_0 \), to the desired distance \( l_m \).

\[
\begin{bmatrix}
I_d^{+}(l_m; \hat{u}_j) \\
I_d^{-}(l_m; \hat{u}_j)
\end{bmatrix} = S(L_0, l_m) \begin{bmatrix}
I_d^{+}(L_0; \hat{u}_j) \\
I_d^{-}(L_0; \hat{u}_j)
\end{bmatrix} + \begin{bmatrix}
C^{+}(L_0, l_m) \\
C^{-}(L_0, l_m)
\end{bmatrix}.
\]

(31)

\( I_d^{+}(L_0; \hat{u}_j) \) is the diffuse light incident on the cell. In our discussion, the light from Sun is fully coherent hence \( I_d^{+}(L_0; \hat{u}_j) = 0 \). The second time we use the equation is between \( l_m \) and the end of the structure \( 0_M \) assuming no radiation illuminates the structure from the (−) direction,

\[
\begin{bmatrix}
I_d^{+}(0_M; \hat{u}_j) \\
I_d^{-}(0_M; \hat{u}_j)
\end{bmatrix} = S(l_m, 0_M) \begin{bmatrix}
I_d^{+}(l_m; \hat{u}_j) \\
I_d^{-}(l_m; \hat{u}_j)
\end{bmatrix} + \begin{bmatrix}
C^{+}(l_m, 0_M) \\
C^{-}(l_m, 0_M)
\end{bmatrix}.
\]

(32)

Using the intensities at a given plane, the flux is derived by the following integration,

\[
F^{\pm}(l_m) = 2\pi \sum_{j}^{N(m)} I_d^{\pm}(l_m; \hat{u}_j) \mu_j w_j
\]

(33)

where the net flux is \( F = F^{+} - F^{-} \). Finally, the absorption is derived by the contribution from the diffuse part [Eq. (3)] and the collimated part [Eq. (22)] as,

\[
A(m) = A_d(m) + A_c(m).
\]

(34)
B. Definition of Fresnel's coefficients

In this section, we briefly define the Fresnel's coefficients for a flat interface for TE and TM polarizations. Assuming an interface in the $xy$ plane separating medium 1 and 2 where $\hat{z}$ is a unit vector normal to the interface, and $n_j$ is the refractive index of medium $j$ such that $\text{Im}(n) \geq 0$. The wave vector in each medium is defined by

$$ \mathbf{k}_j = (k_\parallel, k_{z,j}) $$

(35)

where $\mathbf{k}_j$ is the parallel wave vector in the $xy$ plane, i.e., $k_\parallel = (k_x, k_y)$ and is chosen to be real since it remains constant when the collimated light propagates in the cell, thus

$$ k_\parallel = \text{Re}(k_j) \sin \theta_j $$

(36)

where $k_j = n_j(\omega/c)$. The perpendicular component in the $z$ direction is given by

$$ k_{z,j} = \sqrt{k_j^2 - k_\parallel^2} $$

(37)

whose imaginary part is non-negative. Using these definitions, the Fresnel’s coefficients for the fields are given by

$$ r_{ij} = \frac{Q_i - Q_j}{Q_i + Q_j}, \quad t_{ij} = \frac{2Q_i}{Q_i + Q_j} $$

(38)

where $Q_j = k_{z,j}$ for TE polarization, and $Q_j = k_{z,j}/n_j^2$ for TM polarization. The Fresnel’s factors for the energy are derived by

$$ R_F = |r_{ij}|^2, \quad T_F = \frac{\text{Re}(Q_j)}{\text{Re}(Q_i)} |t_{ij}|^2. $$

(39)
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