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We present the design and the practical implementation of a polarimetric imaging system based on liquid-crystal modulators that allows generation and analysis of any polarization state on the Poincaré sphere. This system is more versatile than standard Mueller imagers that are based on optimized, but limited, sets of illumination and analysis states. Examples of benefits brought by these extra degrees of freedom are illustrated on two different applications: contrast enhancement and extraction of partial polarimetric properties of a scene. © 2012 Optical Society of America
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1. Introduction

Polarimetric images are useful for gathering information that is not visible on intensity images. They have many applications in machine vision, remote sensing, biomedical imaging, and industrial control [1–3]. In particular, several types of Mueller imaging systems have been designed and demonstrated [4–6]. Such imagers illuminate the scene with four different polarization states and analyze the light diffused by the observed scene along four different states. By acquiring 16 images with 16 combinations of illumination/analysis states, they can measure the whole Mueller matrix of each pixel of the scene. Their illumination and analysis states are in general optimized to reduce the propagation of errors during the inversion process that leads from the measurements to the estimated Mueller matrix [7–9], and the systems are calibrated to compensate for the unavoidable discrepancies between the theoretical and real characteristics of the components [10].

Although Mueller imaging has demonstrated its efficiency in many applications [11–13], there are cases in which measuring the whole Mueller matrix is not necessary. For example, if the purpose is to optimize discrimination between a target and an object of interest, it has been demonstrated that a limited number of images is sufficient [14–17]. However, these images have to be acquired with illumination and analysis states that depend on the scene and may lie anywhere on the Poincaré sphere. In other cases, it may be sufficient to extract only partial information, such as particular coefficients or set of coefficients of the Mueller matrix [18,19]. In such applications, the fixed states adapted to acquisition of the whole Mueller matrix may not be optimal for acquiring the required information with a minimum number of measurements.

To address this issue, we have designed and implemented an experimental setup, based on liquid-crystal variable retarders, that makes it possible to illuminate the scene and analyze the light scattered by the scene in any polarization state. In Section 2 we will first describe this setup, its performance, and its limits. Then in Section 3 we will show its benefits in two different domains of application: contrast
optimization for target detection, and extraction of polarimetric properties with a minimal number of acquisitions and optimal precision.

2. Design and Implementation of the Polarimetric Imager

The active polarimetric imaging system that we wish to realize is based on the following principle. The scene is illuminated with light whose polarization state is defined by a Stokes vector $\mathbf{S}$ and is produced by a polarization state generator (PSG). The polarimetric properties of a region of the scene corresponding to a pixel in the image are characterized by its Mueller matrix $\mathbf{M}$. The Stokes vector of the light scattered by this region is $\mathbf{S}' = \mathbf{MS}$. It is analyzed by a polarization state analyser (PSA), which is a generalized polarizer allowing selection of photons characterized by the Stokes vector $\mathbf{T}$. The number of photoelectrons measured at a pixel of the sensor is

$$i = \eta I_0 \frac{\mathbf{T}^T \mathbf{M} \mathbf{S}}{2},$$

where the superscript $T$ denotes matrix transposition. In this equation, $\mathbf{S}$ and $\mathbf{T}$ are Stokes vectors representing unit intensity, purely polarized light ($\mathbf{S} = [s_0, s_1, s_2, s_3]^T$, $s_0^2 = s_1^2 + s_2^2 + s_3^2 = 1$, and similarly for $\mathbf{T}$), $I_0$ (in number of photons) is the photons flux illuminating the area of the scene associated with a pixel of the camera, $\tau$ is the transmission coefficient associated with all the optical elements of the system, and $\eta$ is the conversion efficiency between photons and electrons.

This setup constitutes the building block of a large number of polarimetric imaging systems [20–22]. Indeed, by using a fixed illumination state and four different analysis states, one obtains a Stokes image, and by using 16 different combinations of illumination and analysis states, one can measure the whole Mueller image. However, these imaging setups are optimized to measure Stokes and/or Mueller data, and they can generate or analyze only four fixed polarization states. They are, in general, not able to generate and analyze arbitrary polarization states on the Poincaré sphere. In this section, we describe an imaging system having this capability.

A. Description of the Imaging Setup

The active polarimetric imager that we have built is represented in Fig. 1. The illumination part is composed of a white-light fiber source (Fs) followed by a spotlight (Sl) (from LINOS), allowing us to reduce the numerical aperture at the output of the fiber (from 70° to 15° in our case). A diffuser is used to completely homogenize the beam in the plane of the lens $L_1$. Using two lenses $L_1$ and $L_2$, we design a Köhler illumination that allows us to illuminate uniformly and with a small numerical aperture the polarization state generator composed of one polarizer ($P_1$) and two liquid-crystal variable retarders ($LC_{1,2}$ from Meadowlark Optics). This design is necessary since the liquid-crystal cells have a critical acceptance angle. If the incidence angle was too large, the polarization in the field could be different from that on the axis, which would be very damaging for our application. Thanks to this setup, the beam modulated by the PSG is uniform in both intensity and polarization. It is then sent to infinity by a third lens ($L_3$) to illuminate the scene. The field diaphragm (FD) allows control of the size of the beam on the object, and the aperture diaphragm (AD), control of the intensity of the illumination beam.

The light backscattered by the scene is then analyzed with a PSA composed, as the PSG, of two liquid-crystal variable retarders ($LC_{3,4}$) and one polarizer ($P_2$). The PSA is followed by a spectral filter with a center wavelength of 640 nm and 10 nm bandwidth. The bandwidth has to be small due to the dependence of the retardance on the wavelength. Finally, the photons passing through the filter are collected by a 14 bit CCD camera (C) that produces an intensity image.

Fig. 1. (Color online) Scheme of the imaging system: white-light fiber source; Sl, spotlight reducing the aperture angle at the output of the fiber; d, diffuser; FD, field diaphragm; AD, aperture diaphragm; $P_1$, $P_2$, polarizers; $LC_{1-4}$, liquid crystals; $F$, spectral filter; $C$, camera.
Considering the choice of the PSG and the PSA, it has to be noticed that different ways exist to generate all the polarization states on the Poincaré sphere. They depend on the components used to control the polarization. In our case, we have chosen liquid-crystal variable retarders (LCVR) that are particularly well suited for polarimetric imaging. Indeed, they have a good acceptance angle and offer wide, clear aperture, nearly no aberrations, and no image wander. When using such components, different configurations can be considered to solve our problem [23–25]. We have chosen the configuration represented in Fig. 2. It consists of one polarizer followed by two LCVR that are oriented respectively with angles \( \gamma \) and \( \theta \) with respect to the axis \( x \) defined by the direction of the linear polarizer.

It has been shown that only the configurations associated with angles \( \gamma = \pm 45^\circ \) and \( \theta = \gamma \pm 45^\circ \) allow generation of any polarization state on the Poincaré sphere [24], and this is why, in our experiment, the angles \( \gamma \) and \( \theta \) are equal, respectively, to 45\(^\circ\) and 90\(^\circ\).

B. Experimental Validation

We controlled the performance of the PSG and the PSA with a commercial polarimeter and verified the agreement between the nominal polarization states and those actually generated by the system. To quantify the difference between the actual polarization states and those theoretically expected, we use the angle separating these two states on the Poincaré sphere. The angle \( D \) between two polarization states with respective azimuth \( (\alpha_1, \alpha_2) \) and ellipticities \( (\varepsilon_1, \varepsilon_2) \) is defined by

\[
D = \cos^{-1}[\sin(2\varepsilon_1) \cdot \sin(2\varepsilon_2) + \cos(2\varepsilon_1) \cdot \cos(2\varepsilon_2) \cdot \cos(2(\alpha_1 - \alpha_2))]. \tag{2}
\]

We generated 16 polarization states distributed over the whole Poincaré sphere, and we obtained the results presented in Fig. 3. The maximal angle between the experimental and theoretical polarization states, on the Poincaré sphere, is about 4.5\(^\circ\), which represents a maximal error of 2.25\(^\circ\) in azimuth or ellipticity. This precision is sufficient for the applications that we will address in the following section.

![Fig. 2. (Color online) Scheme of a PSG consisting of one linear polarizer followed by two fixed retarders. The orientations of the fast axes of the two variable retarders are given by the angles \( \gamma \) and \( \theta \) with respect to the direction of the polarizer. \( \phi_1 \) and \( \phi_2 \) are the phase shifts introduced respectively by LCVR 1 and 2.](image_url)

If better precision was needed, different sources of errors should be compensated for. First is the mechanical positioning of the liquid crystals, because if they are not oriented at their nominal angles, the applied voltage does not generate the expected polarization states. In our case, we did not use very precise mechanisms to orient the crystals, which could be the source of some systematic errors. The second potential source of error is the temperature dependence of the liquid crystal response. Indeed, the response of LCVR strongly depends on the temperature, and even if our cells are controlled in temperature, small fluctuations can appear and lead to random errors.

3. Examples of Applications

Polarization contains valuable information that can be helpful for enhancing imaging performance. Many active polarimetric imaging systems already exist, but the set of illumination and analysis states that they can implement is usually limited. Our purpose in the present section is to illustrate the benefit of being able to generate and analyze any polarization state on the Poincaré sphere. We will give two examples: contrast optimization for target detection and extraction of partial polarimetric properties such as subsets of Mueller matrix coefficients.

A. Contrast Enhancement

Contrast enhancement is an important research field in the domain of imaging. In the radar domain, polarization has been used for a long time to enhance the contrast in synthetic aperture radar (SAR) images [26]. More recently, polarization has also been proven useful for enhancing the contrast in optical imaging [22,27,28]. However, standard polarimetric imaging systems may not be able to reach the highest possible value of the contrast for two main reasons. The first one is that these systems, as they can only use a limited number of polarization states, are not able to fully adapt to the scene or to the measurement conditions. The second reason is that they often need to acquire multiple images to
extract the relevant information (e.g., at least, 4 images in a Stokes imaging system, or 16 images in a Mueller imaging system). Recently, it has been theoretically demonstrated that when considering detection of a single target of interest against a background, the maximal value of the contrast can be reached by a single measurement, but this measurement has to be performed with optimized PSG and PSA states [29]. Of course, these optimal states depend on the scene and may be located anywhere on the Poincaré sphere. Using the system that we have built, we will present in the following experimental results that confirm this theoretical expectation.

The image in Fig. 4(a) is the Mueller image of a scene composed of some polygonal chunks of sandpaper glued on a sandpaper of different roughness, the whole scene being covered with the same paint. By looking at the $M_{00}$ image, which corresponds to an intensity image of the scene, we can see that the objects and the background cannot be discriminated. We consider in this experiment that the total integration time to perform the acquisition is kept constant and equal to $t_0$. Since 16 images have to be acquired to compute the entire Mueller matrix, the integration time used for the acquisition of each image was about $t_0/16$. On the other hand, Fig. 4(b) represents the image obtained with PSG and PSA states that maximize the contrast between two types of materials [16,28]. This single image has been acquired with an integration time of $t_0$, which explains why it is much less noisy than the Mueller images. We also observe that the contrast has been significantly improved by using an optimal couple of polarization states in illumination and analysis.

To quantify the contrast improvement, we will use the Bhattacharyya distance [21] associated with $N$ dimensional data:

$$B_{t,b} = \frac{1}{8} (\bar{x}_t - \bar{x}_b)^T \left[ \frac{\Gamma_t + \Gamma_b}{2} \right]^{-1} (\bar{x}_t - \bar{x}_b) + \frac{1}{2} \log \left[ \frac{\det(\bar{\Gamma}_t)}{\sqrt{\det(\Gamma_t) \det(\Gamma_b)}} \right],$$

where $\bar{x}_u$ is a vector of dimension $N$ containing the average values associated with the region $u = \{t, b\}$ (respectively, target and background) in each dimension and $\Gamma_u$ is the associated covariance matrix. In the case where we acquire the full Mueller matrix, the data are a set of $N = 16$ images associated with each coefficient of the matrix. In the case where we acquire only the optimal image, the data consist of only $N = 1$ intensity image.

The Bhattacharyya distances associated with the entire Mueller image [Fig. 4(a)] and the optimal image [Fig. 4(b)] are the following:

$$B_{\text{mueller}} = 4.6, \quad B_{\text{opt}} = 18.6. \quad (4)$$

As expected, the contrast is much larger using only one optimized acquisition than acquiring the entire Mueller matrix if we consider that we have a fixed amount of time to observe the scene.

This first example shows the improvement obtained by using optimized polarizations that capture in a single image all the information useful for discrimination. However, this application requires the knowledge of the polarimetric properties of the observed scene. A further question is thus: Is it possible to use our system to extract quickly the polarimetric properties required to enhance the contrast? We bring a possible solution to this issue in the next section.

B. Extraction of Mueller Matrix Coefficients

To extract all the polarimetric properties of an object, we need to acquire the full Mueller matrix, which requires the acquisition of 16 images. However, we have to note that in some cases, physical constraints can reduce the number of degrees of freedom of the Mueller matrix. These constraints might be, for example, knowledge that the scene does not possess certain properties (such as birefringence), making some Mueller matrix elements zero. It is thus interesting to develop a protocol to measure only the non-zero coefficients of the matrix, which would require less than 16 measurements and thus decrease the acquisition time.

It is well known that by using four polarization states located at the vertices of a regular tetrahedron...
on the Poincaré sphere for lighting and analyzing, it is possible to minimize the propagation of errors during the estimation of the Mueller matrix from the measured data [9]. However, this method is optimal for extracting the entire Mueller matrix. If less than 16 coefficients have to be estimated, it may possible to further improve estimation performance by using a reduced number of acquisitions with optimized couples of illumination/analysis states. It is thus necessary to determine which couples of polarization states allow extraction of the desired coefficients of the Mueller matrix with optimal precision. This issue has been addressed theoretically in such works as [19,30]. We will, in the following, investigate how a polarimetric imager with full degrees of freedom can further improve acquisition of partial polarimetric information.

1. Model for Multiple Polarimetric Image Acquisition

To extract polarimetric information from a scene, an active polarimetric imager will perform a number $N$ of intensity measurements in the following way:

$$
\mathbf{T}_n^T \mathbf{M} \mathbf{S}_n = I_n; \quad n \in \{1, \ldots, N\}, \quad (5)
$$

where $\mathbf{S}_n$ denotes the PSG Stokes vector, $\mathbf{T}_n$ denotes the PSA Stokes vector, $\mathbf{M}$ denotes the Mueller matrix of the observed pixel, and $I_n = 2n/(\eta r I_0)$ [see Eq. (1)]. It has to be noted that the value of the intensity $I_n$ depends on four parameters $(\alpha_n^S, \epsilon_n^S)$ and $(\alpha_n^T, \epsilon_n^T)$ that are respectively the azimuth and the ellipticity of the polarization states used in illumination and analysis:

$$
\mathbf{S}_n(\alpha_n^S, \epsilon_n^S) = \begin{bmatrix}
1 & \cos(2\alpha_n^S) \cos(2\epsilon_n^S) \\
\sin(2\alpha_n^S) \cos(2\epsilon_n^S) & \sin(2\epsilon_n^S)
\end{bmatrix},
$$

$$
\mathbf{T}_n(\alpha_n^T, \epsilon_n^T) = \begin{bmatrix}
1 & \cos(2\alpha_n^T) \cos(2\epsilon_n^T) \\
\sin(2\alpha_n^T) \cos(2\epsilon_n^T) & \sin(2\epsilon_n^T)
\end{bmatrix}, \quad (6)
$$

with $\alpha_n \in [-\pi/2, \pi/2]$ and $\epsilon_n \in [-\pi/4, \pi/4]$.

Let us first consider that $N = 16$. In this case, one can access the entire Mueller matrix, and Eq. (5) is equivalent to the vector–matrix product:

$$
\forall n \in \{1, \ldots, 16\}. \quad \mathbf{W}_n^T \mathbf{V}_M = I_n \Leftrightarrow \mathbf{Q}_{T,S} \mathbf{V}_M = \mathbf{I}, \quad (7)
$$

where $\mathbf{V}_M$ is the 16-component vector obtained by reading the Mueller matrix $\mathbf{M}$ in the lexicographic order, $\mathbf{W}_n$ the 16-component vector computed from the Kronecker product ($\otimes$) between the illumination and analysis states ($\mathbf{W}_n = \mathbf{T}_n \otimes \mathbf{S}_n$ with $n \in \{1, \ldots, 16\}$), $\mathbf{Q}_{T,S}$ the $16 \times 16$ square matrix obtained by stacking the vectors $\mathbf{W}_n$ row by row, and $\mathbf{I}$ the vector obtained by stacking the intensity values $I_n$.

From Eq. (7), it is possible to extract the elements of the Mueller matrix using the inverse of the $16 \times 16$ square matrix $\mathbf{Q}_{T,S}^{-1}$:

$$
\mathbf{V}_M = \mathbf{Q}_{T,S}^{-1} \mathbf{I}. \quad (8)
$$

Several authors have tried to optimize the condition number of the matrix $\mathbf{Q}_{T,S}$ to minimize error propagation during this inversion [19,30]. Indeed, the condition number of a matrix measures the sensitivity of the solution of a system of linear equations to errors in the data. It gives an indication of the accuracy of the results from matrix inversion. It is given by the ratio of the largest singular value of the matrix to the smallest:

$$
\text{cond}(\mathbf{Q}) = \frac{\sigma_{\text{max}}}{\sigma_{\text{min}}}. \quad (9)
$$

where $\sigma_{\text{max}}$ and $\sigma_{\text{min}}$ denote, respectively, the largest and smallest singular values of the matrix $\mathbf{Q}$. A “well-conditioned” matrix is thus associated with a value near 1, while a “badly conditioned” matrix is associated with a high value of the condition number. If this latter is equal to infinity, it means that at least one of the singular values of the matrix is equal or almost equal to zero, and thus that the matrix is singular.

2. Optimal Extraction of Partial Polarimetric Information

Let us now assume that some coefficients of the Mueller matrix under investigation are equal to zero. The nonzero coefficients of this matrix form a set $\Omega$ of cardinal $N_\Omega$. Let us take an example:

$$
\mathbf{M} = \begin{bmatrix}
M_{00} & M_{01} & 0 & 0 \\
0 & M_{11} & M_{12} & 0 \\
0 & M_{21} & M_{22} & 0 \\
M_{30} & 0 & 0 & M_{33}
\end{bmatrix}. \quad (10)
$$

In this case, the set $\Omega$ containing all the indices of the nonzero Mueller matrix coefficients is $\Omega = \{00, 01, 11, 12, 21, 22, 30, 33\}$ and $N_\Omega = 8$. Our purpose will be to measure these nonzero coefficients with optimal precision by using an optimal association of a number $N_\Omega$ of PSG/PSA ($\mathbf{S}, \mathbf{T}$) couples. Taking into account the fact that only the coefficients in $\Omega$ are nonzero, Eq. (7) can be written as

$$
\mathbf{Q}_{T,S}^{\Omega} \mathbf{V}_M^{\Omega} = \mathbf{I}^{\Omega}, \quad (11)
$$

where $\mathbf{V}_M^{\Omega}$ is a $N_\Omega$-dimensional vector containing all the nonzero coefficients of the Mueller matrix, $\mathbf{Q}_{T,S}^{\Omega}$ is the $N_\Omega \times N_\Omega$ matrix whose lines are vectors $\mathbf{W}_n$ [see Eq. (7)], from which only the $N_\Omega$ coefficients indexed by the set $\Omega$ are kept, and $\mathbf{I}^{\Omega}$ is the vector...
obtained by stacking the \( N_\Omega \) intensity values obtained.

To minimize the error propagation during inversion, the matrix \( Q_{T,S}^{\Omega} \) has to have a condition number as close as possible to unity. Our goal is thus to find the best association of PSG/PSA yielding a matrix \( Q_{T,S}^{\Omega} \) with a minimal condition number:

\[
(S, T) = \arg \min_{(S_n, T_n), n \in \{1, ..., N_\Omega\}} \{\text{cond}(Q_{T,S}^{\Omega})\}, \quad (12)
\]

where \( S \) and \( T \) are respectively the sets of PSG \( (S_n) \) and PSA \( (T_n) \) with \( n \in \{1, ..., N_\Omega\} \) that minimize the condition number of the \( Q_{T,S}^{\Omega} \) matrix.

To perform this search, one has to pay attention to the number of parameters that have to be optimized simultaneously. Indeed, each intensity image depends on four parameters, e.g., the azimuth and ellipticity of the PSG and PSA states. Optimizing the \( N_\Omega \) PSG/PSA states needed for the calculation thus involves \( 4 \times N_\Omega \) parameters, which can be quite large. Moreover, it is likely that the performance criterion will have local minima. It is thus necessary to use an algorithm robust to the presence of local maxima. After comparing different solutions, we have chosen to use the shuffled complex evolution (SCE-UA) method [31]. This algorithm consists in generating different sets of illumination and analysis polarization states and in changing them by using a global evolution framework that finally leads to a parameter set given a well minimized condition number of the \( Q_{T,S}^{\Omega} \) matrix.

To validate our method, we first look for four polarization states that can be used in both illumination and analysis to extract the entire Mueller matrix (this represents an optimization on eight parameters). In this case, it is already known that the minimal value of the condition number is 3.00, and that this value is reached when the four polarization states form a regular tetrahedron on the Poincaré sphere [32,33]. Our algorithm actually reaches a solution having these properties. If we now wish to optimize all 16 PSG/PSA couples simultaneously (which represents optimization on 64 parameters), the algorithm converges toward a minimal value of the condition number of 3.8, close to the best one expected, but a little different, certainly due to the fact that the difficulty of reaching a global minimum grows with the number or parameters to optimize.

We will now illustrate the improvement in estimation precision brought by optimizing the PSG and the PSA configuration for \( N_\Omega \) measurements with \( N_\Omega \leq 16 \). The first example is a comparison of the results of our approach and those presented in a recent paper for the extraction of polarimetric coefficients using a reduced set of optimized images. The second is an experimental validation of the concept in a real-world example.

C. Optimizing the Acquisition of Specific Mueller Matrices

In a recent paper, Savenkov and al. [19] presented a way to optimally extract the nonzero components of a block-diagonal Mueller matrix of the form

\[
M = \begin{bmatrix}
M_{00} & M_{01} & 0 & 0 \\
M_{10} & M_{11} & 0 & 0 \\
0 & 0 & M_{22} & M_{23} \\
0 & 0 & M_{32} & M_{33}
\end{bmatrix}
\]

using only eight acquisitions. This interesting result has been obtained by optimizing the PSG configurations and using the Stokes imaging system in analysis. The optimization is thus only done on the polarization states in illumination, and it is likely that the results could be further improved by optimizing the illumination and analysis states simultaneously, which is possible with our imaging system. We have thus applied our optimization method to this problem. Simultaneous optimization of the eight PSG/PSA configurations allowing extraction of the eight nonzero coefficients of the Mueller matrix with the best condition number yields the result presented in Table 1.

The condition number of the associated \( Q_{T,S}^{\Omega} \) matrix is equal to 2.70. Let us now compare these results with those obtained with Stokes imaging. We consider that this Stokes imaging system uses the four optimal states that allow minimization of errors due to propagation of the noise when inverting the measures [9]. According to [19], the two optimal PSG states are \((79.8^\circ, 14.7^\circ)\) and \((-42.5^\circ, 37.6^\circ)\) (azimuth and ellipticity). The condition number of the matrix \( Q_{T,S}^{\Omega} \) associated with these states is 6.9. It is more than twice larger than the result obtained by optimizing simultaneously the illumination and analysis states.

However, it is difficult to precisely relate condition numbers with actual processing performance. To have a more concrete understanding of the performance improvement, we will use the following criterion:

\[
C = \text{trace}\left((Q_{T,S}^{\Omega})^T Q_{T,S}^{\Omega})^{-1}\right). \quad (14)
\]

<table>
<thead>
<tr>
<th>Image ( n^\circ )</th>
<th>((\alpha_s, \varepsilon_s))</th>
<th>((\alpha_i, \varepsilon_i))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>((-56.4^\circ, 8.1^\circ))</td>
<td>((60.8^\circ, -6.3^\circ))</td>
</tr>
<tr>
<td>2</td>
<td>((23.5^\circ, 43.0^\circ))</td>
<td>((-49.6^\circ, -4.2^\circ))</td>
</tr>
<tr>
<td>3</td>
<td>((49.8^\circ, 5.7^\circ))</td>
<td>((53.3^\circ, 17.7^\circ))</td>
</tr>
<tr>
<td>4</td>
<td>((-72.4^\circ, -7.1^\circ))</td>
<td>((5.4^\circ, -5.1^\circ))</td>
</tr>
<tr>
<td>5</td>
<td>((17.8^\circ, 3.8^\circ))</td>
<td>((-14.1^\circ, 12.8^\circ))</td>
</tr>
<tr>
<td>6</td>
<td>((8.3^\circ, -11.6^\circ))</td>
<td>((-72.6^\circ, 6.0^\circ))</td>
</tr>
<tr>
<td>7</td>
<td>((-46.6^\circ, 30.2^\circ))</td>
<td>((-7.7^\circ, 44.8^\circ))</td>
</tr>
<tr>
<td>8</td>
<td>((53.7^\circ, 18.6^\circ))</td>
<td>((41.8^\circ, -33.6^\circ))</td>
</tr>
</tbody>
</table>
It represents the sum of estimated variances of the \( N_0 \) estimated coefficients \([34,35]\). When using the method described in \([19]\), one obtains \( C = 15.2 \), whereas using the method described in the present paper, one obtains \( C = 5.3 \): the estimation variance is thus reduced by about a factor 3. This result confirms that by optimizing all the polarization states in illumination and analysis simultaneously, it is possible to enhance significantly the estimation precision of Mueller matrix coefficients. Of course, in some applications, it may be easier or cheaper to use a Stokes imager rather than a polarimetric system with full degrees of freedom. The advantage in terms of estimation precision that we have demonstrated has thus to be mitigated with implementation-related criteria to determine which is the best architecture for a given application.

D. Estimation of Diagonal Mueller Matrices

To validate our approach experimentally, we will now apply it to a real-world acquisition problem. We acquire 20 times the entire Mueller matrix of a wooden board and obtain the following average normalized Mueller matrix:

\[
\begin{bmatrix}
1.00 & -0.00 & -0.02 & 0.01 \\
-0.00 & 0.18 & 0.00 & 0.01 \\
-0.01 & 0.01 & -0.18 & 0.00 \\
0.01 & 0.01 & 0.00 & -0.09
\end{bmatrix}.
\]

(15)

This matrix is almost diagonal, the nondiagonal coefficients being small. To characterize this type of wood, we thus only have to estimate the four coefficients being small. To characterize this type of material, we may use the method described in \([16,17]\). This matrix is almost diagonal, the nondiagonal coefficients being small. To characterize this type of wood, we thus only have to estimate the four coefficients being small.

D. Estimation of Diagonal Mueller Matrices

To validate our approach experimentally, we will now apply it to a real-world acquisition problem. We acquire 20 times the entire Mueller matrix of a wooden board and obtain the following average normalized Mueller matrix:

\[
\begin{bmatrix}
1.00 & -0.00 & -0.02 & 0.01 \\
-0.00 & 0.18 & 0.00 & 0.01 \\
-0.01 & 0.01 & -0.18 & 0.00 \\
0.01 & 0.01 & 0.00 & -0.09
\end{bmatrix}.
\]

(15)

This matrix is almost diagonal, the nondiagonal coefficients being small. To characterize this type of wood, we thus only have to estimate the four coefficients \( M_{00}, M_{11}, M_{22}, \) and \( M_{33} \). There are several sets of four PSG/PSA couples that lead to the optimal condition number of 2.2. One of them is given in Table 2.

We implemented this set of states on our imager to measure the four coefficients using the method presented in Eq. (8). To reduce the influence of random fluctuations, we repeated the measure 20 times and obtained, on average, the four following coefficients:

\[
M_{00} = 1; \quad M_{11} = 0.18; \\
M_{22} = -0.16; \quad M_{33} = -0.09.
\]

(16)

We can see that there is a little difference between the estimated Mueller matrix and the real one. This error can be analyzed as due to the noise or as a bias due to a small nondiagonal coefficient in the Mueller matrix. To confirm this, we have computed the standard deviation of the estimated coefficient computed from the four optimized images and the one of the coefficient coming from the full Mueller matrix and we have obtained the result presented in Table 3.

We can see that the standard deviation on the coefficients is of the same order as the difference between the average values of the coefficients. Consequently, in this configuration, the discrepancy between the partial measures and the full ones [see Eq. (15)] is mainly due to measurement noise such as photon noise. The performance of estimation can thus be improved by increasing the integration time to acquire images with higher SNR, for example.

4. Conclusion

We have realized a polarimetric imaging system based on liquid-crystal modulators that allows generation and analysis of any polarization state on the Poincaré sphere. It is fully electronically controlled, and the maximal error on the generation of a polarization state is only 2.25° in azimuth and ellipticity. This system is more versatile than standard Mueller imagers, and we have shown in several examples that it can perform better. First, this system makes it possible to implement the illumination and analysis states that optimize the discrimination between targets of interest and a background. Second, it can perform extraction of a subset of nonzero Mueller matrix coefficients with minimal error.

Of course, the demonstrated improvement in discrimination ability or estimation precision has to be mitigated with the cost and the ease of operation of other possible architectures. However, we are confident that the instrument and optimization approach proposed in this paper are efficient tools to investigate such applications of polarization imaging as remote sensing, imaging through turbid media, and industrial control.
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