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We address the optimization of Stokes polarimeters in the presence of signal-dependent shot noise, which is the dominant type of noise in certain imaging systems. We show that in some precise sense, the polarimeters optimal for additive noise are also optimal for such noise and propose polarimeter architectures in which noise variances are equalized and independent of the input polarization state. © 2009 Optical Society of America
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Active Stokes imaging consists of illuminating a scene with polarized light and measuring the Stokes vector of the light scattered by the scene. The design of Stokes imagers that minimize and/or equalize the noise power in the different Stokes channels has been widely studied [1–6]. It is usually assumed that the noise which affects the image is additive and independent of the level of the signal. However, in many cases, for example, photon counting systems or quantum detectors with a sufficient level of light, the shot noise due to the useful signal is dominant compared to the signal independent detector noise. It is thus important to determine which are the optimal Stokes polarimeter structures in the presence of signal-dependent shot noise. This problem has already been addressed in [7,8] with different approaches.

We consider Stokes polarimeters that perform \( N \) intensity measurements to estimate the Stokes vector. Let us denote \( \vec{S} = (S_0, S_1, S_2, S_3)^T \) the four-dimensional Stokes vector to estimate and \( \vec{I} = (I_1, \ldots, I_N)^T \) the \( N \)-dimensional vector representing the intensity measurements. The number of intensity measurement must be \( N \geq 4 \) for the estimation of \( \vec{S} \) to be possible. In the absence of noise, one has the relation

\[
\vec{I} = W \vec{S},
\]

where \( W \) is the \( N \times 4 \) measurement (or synthesis) matrix. In its most general form, the \( i \)th line of \( W \), with \( i \in [1, N] \), is the first line of the Mueller matrix of a perfect polarizer whose totally transmitted polarization state is defined by the reduced Stokes vector \( \vec{d}_i \), where \( \vec{d}_i \) is the three-dimensional unit-norm vector. This line thus has the following form: \( (1, \vec{d}_i^T)/2 \) [4]. In practice, polarimeter architectures are such that the degrees of freedom for choosing the vectors \( \vec{d}_i \) are limited. For example, variable retarder systems consist of two fixed retarders with variable delays and a fixed polarizer [4]. Rotating retarder fixed polarizer (RRFP) systems [3] consist of a fixed polarizer and a retarder with a fixed delay whose angle is variable.

In the presence of Poisson shot noise, \( \vec{I} \) is a random vector such that each of its elements \( I_i, i \in [1, N] \) is a Poisson random variable of mean value \( \langle I_i \rangle = \sum_{j=0}^3 W_{ij} S_j \), where \( \langle . \rangle \) denotes an ensemble average. The probability law of a Poisson random variable of mean \( \lambda \) is \( P(n) = \exp(-\lambda)\lambda^n/n! \). Its mean and its variance are both equal to \( \lambda \). In a vector form, one thus has \( \langle \vec{I} \rangle = W \vec{S} \), where \( \text{VAR}[.] \) denotes the variance of a random vector. To estimate \( \vec{S} \) from \( \vec{I} \), we will use the following estimator:

\[
\hat{\vec{S}} = W^T \vec{I},
\]

where \( W^T = (W^T W)^{-1} W^T \) (\( T \) denotes matrix transposition) is the pseudoinverse of \( W \). If \( N = 4 \), \( W^T \) is the classical inverse \( W^{-1} \) and is obviously the optimal estimate of \( \vec{S} \). If \( N > 4 \), it is known that the pseudoinverse matrix is the maximum-likelihood estimator of \( \vec{S} \) in the presence of additive Gaussian noise [9]. In the presence of Poisson noise, it is a simple and closed-form algorithm that gives good results in practice. We shall thus use it in the following.

It is clear that \( \hat{\vec{S}} \) is an unbiased estimator, since \( \langle \hat{S} \rangle = W^T \langle \vec{I} \rangle = W \vec{S} \). Its covariance matrix has the following expression: \( \Gamma = W^T \Gamma^T W \), where \( \Gamma \) is the covariance matrix of \( \vec{I} \). From the properties of shot noise, the fluctuations are statistically independent from one intensity measurement to the other. The covariance matrix \( \Gamma \) is thus a diagonal matrix whose \( i \)th element is the variance of the \( i \)th intensity measurement

\[
\Gamma_{ij} = \begin{cases} 
\langle I_i \rangle = \sum_{k=0}^3 W_{ik} S_k, & \text{if } i = j \\
0, & \text{otherwise}
\end{cases}
\]

One thus has
where the matrix $Q$ is defined as

$$Q_{ij} = \sum_{n=1}^{N} [W_{in}^T]^2 W_{nj}.$$  

A standard performance criterion for a Stokes polarimeter is the total variance, which is the trace of $S^\dagger$:

$$F(W, \tilde{S}) = \text{trace}[S^\dagger] = \sum_{i=0}^{3} q_i S_{ik} = \tilde{q} \cdot \tilde{S},$$  

where the vector $\tilde{q}$ is defined by $q_k = \Sigma_{i=0}^{3} Q_{ik}$ and $\cdot$ denotes the scalar product. Contrary to what happens in the presence of additive noise [3,4], this criterion does depend on the actual value of the Stokes vector. A possible way of defining a unique performance criterion is to consider a minimax optimization, that is, minimize with respect to $W$ the following function:

$$\mathcal{F}(W) = \max_{\tilde{S}}[F(W, \tilde{S})].$$  

Any Stokes vector $\tilde{S}$ can be written as $\tilde{S} = I_0 (1, Ps^T)^T$, where $I_0$ is the intensity and $P$ is the degree of polarization, which belongs to the interval $[0, 1]$. The normalized Stokes vector $\hat{s}$ is three-dimensional and unit norm. It represents the principal state of polarization of $\tilde{S}$. Using this notation, Eq. (6) becomes

$$F(W, \tilde{S}) = I_0 (q_0 + P \tilde{u} \cdot \hat{s}),$$  

where $\tilde{u} = (q_1, q_2, q_3)^T$. Let us consider the two terms of this expression. The first one, $I_0 q_0$, is independent of $\hat{s}$. One has $q_0 = \Sigma_{i=0}^{N} W_{i0}^2 + ^3_{i,j=0} [W_{ij}]^2$. Taking into account that $\forall n, W_{n0} = 1/2$, one has

$$q_0 = 1/2 \text{trace}(W^T W^{-1}) = F_{\text{add}}(W).$$  

The function $F_{\text{add}}(W)$ is well known in polarimeter optimization. Indeed, if the noise is signal independent and additive, the covariance matrix of $\tilde{S}$ is proportional to $F_{\text{add}}(W)$ [3,4]. The second term of Eq. (8), $I_0 P \tilde{u} \cdot \hat{s}$, depends on $\hat{s}$ and $P$. For a given intensity $I_0$, it is obviously maximized by $P = 1$ (totally polarized light) and $s_{\text{max}} = \tilde{u} / ||\tilde{u}||$. The function to minimize with respect to $W$ is thus

$$\mathcal{F}(W) = I_0 (F_{\text{add}}(W) + ||\tilde{u}||),$$  

with $||\tilde{u}|| = (\Sigma_{i=0}^{3} q_i)^{1/2}$. Both terms of the sum are positive.

From now on, we shall consider the particular case where $N = 4$ measurements are performed and thus $W^T W^{-1}$. In this case, it has been shown that the matrices $W_{\text{opt}}$ that minimize $F_{\text{add}}(W)$ are such that the points defined by the vectors $\tilde{d}_i$ of each row of matrix $\tilde{W}$ form a regular tetrahedron [3,4,6]. If $W$ has such a structure, one has the two following properties: $\forall j > 0, \Sigma_{i=0}^{3} W_{ij} = 0$ and $\forall j, \Sigma_{i=0}^{3} W_{ij} W_{ij}^T = A$. These two properties lead to $\forall k, q_k = 0$. Consequently, when $W$ has this peculiar structure, $||\tilde{u}|| = 0$, it is obviously the minimal possible value of $||\tilde{u}||$. This demonstrates that the polarimeter structures that are optimal for additive signal independent noise are also optimal for signal dependent Poisson noise in the sense of the minimax criterion defined in Eq. (10). Indeed, if $W$ has such a structure, $F_{\text{add}}$ is minimal and $||\tilde{u}|| = 0$. A second interesting result is that since $\tilde{v} = 0$, the total variance $F(W, \tilde{S}) = \Sigma_{i=0}^{3} \gamma_i$ is independent of the input principal polarization state $\tilde{s}$ [see Eq. (8)]. However, it must be noted that contrary to the case of additive noise, the variances $\gamma_i$ on each Stokes channel may vary with $\tilde{s}$. Indeed, Eq. (4) yields

$$\gamma_i = \sum_{j=0}^{3} Q_{ij} S_{ik} = I_0 (q_{0i} + P \tilde{u}^i \cdot \hat{s}),$$  

with $\tilde{u}^i = (q_{1i}, q_{2i}, q_{3i})^T$. The polarization state that maximizes $\gamma_i$ is $s_{\text{max}} = \tilde{u}^i / ||\tilde{u}^i||$ and that which minimizes it is $s_{\text{min}} = -s_{\text{max}}$, which represents the state orthogonal to $s_{\text{max}}$. The maximal and minimal values of the variance are thus given by

$$\gamma_{i}^{\text{max}} = I_0 (q_{0i} + P ||\tilde{u}^i||), \quad \gamma_{i}^{\text{min}} = I_0 (q_{0i} - P ||\tilde{u}^i||).$$  

If $P$ is close to zero, the variances become independent of the polarization state. The situation is then equivalent to signal independent additive noise whose variance is controlled by the mean value of $S_0$, that is, $I_0 Q_{i0}$, as was already noticed in [3]. In the general case however, the estimation variance of a given Stokes parameter depends on the true values of all Stokes parameters.

If $W$ has the regular tetrahedron structure, it has the following properties:

- $\forall i \in [0, 3], W_{i0}^{-1} = W_{0i}$,
- $\forall i \in [1, 3], j \in [0, 3], W_{ij}^{-1} = 3W_{ij}$.

Consequently, one has $u_j^i = 9 \Sigma_{k=0}^{3} [W_{ki}]^2 W_{kj}$, where $u_j^i$ denotes the $j$th coordinate of vector $\tilde{u}^i$, and the matrix $Q$ has the following structure:

$$Q = \begin{bmatrix} 1/2 & 0 & 0 & 0 \\ 3/2 & u_1^1 & u_2^1 & u_3^1 \\ 3/2 & u_1^2 & u_2^2 & u_3^2 \\ 3/2 & u_1^3 & u_2^3 & u_3^3 \end{bmatrix},$$  

and thus one always has $q_0 = 5$ and $\gamma_0 = I_0/2$ independently of $\hat{s}$.

For illustration purposes, let us consider the two following measurement matrices:
The first one is an optimal RRFP configuration as given by Sabatke et al. [3]. It consists of a plate of retardation \( \delta = 132^\circ \) that is rotated by four different angles \( \pm 51.7^\circ \) and \( \pm 15.1^\circ \). The second one is given by Savenkov [6]. In the presence of additive noise, these two matrices are totally equivalent; they both lead to a noise covariance matrix on \( \tilde{S} \), \( (W^TW)^{-1} \), which is diagonal with eigenvalues \( (1, 3, 3, 3) \) [4]. We will see that they have different behaviors in the presence of Poisson shot noise.

Let us assume that the input light has an intensity of \( I_0 = 100 \) photoelectrons and a degree of polarization equal to \( P = 1 \). Since \( q_0 = 5 \), the total noise variance is \( \mathcal{F}(W) = 500 \). We have represented in Table 1, for both matrices \( W_a \) and \( W_b \), the values of \( \gamma_i^{\text{min}} \) and \( \gamma_i^{\text{max}} \) for \( i \in [1, 3] \) (\( \gamma_0 \) is constant and equal to 50) and the azimuth \( \alpha_i^{\text{max}} \) and ellipticity \( \epsilon_i^{\text{max}} \) of the input polarization states \( \hat{s} \) for which \( \gamma_i^{\text{max}} \) is reached. For matrix \( W_a \), the variance on \( S_3 \) is independent of the input polarization state. On the other hand, \( \gamma_2 \) and \( \gamma_3 \) vary with \( \hat{s} \) in the interval \([100, 200]\). It is seen in Table 1 that for this particular architecture, \( \gamma_2 \) is maximal when the input polarization is linear with azimuth \( 0^\circ \) and \( \gamma_3 \) is maximal when it has azimuth \( 90^\circ \). Since minimal and maximal variances are reached for orthogonal input states, \( \gamma_2 \) is maximal when \( \gamma_3 \) is minimal and vice versa. When the measurement matrix \( W_i \) is used, the variances on the three Stokes parameters depend on the input polarization state and reach their maxima for three different input states.

An attractive property for a measurement matrix would be that all variances \( \gamma_i \) do not depend on \( \hat{s} \). The only two matrices that have this property are (within arbitrary row permutations)

\[
W_c = 1/2 \times \begin{bmatrix}
1 & \sqrt{3} & \sqrt{3} & \sqrt{3} \\
1 - \sqrt{3} & -1/\sqrt{3} & 1/\sqrt{3} \\
1 - \sqrt{3} & 1/\sqrt{3} & -1/\sqrt{3} \\
1 & 1/\sqrt{3} & -1/\sqrt{3} & -1/\sqrt{3}
\end{bmatrix},
\]

and the matrix \( W'_c \) obtained from \( W_c \) by reversing the signs of all the elements of the last three columns. It is easily verified that \( \forall i, j \in [1, 3] \times [1, 3], w'_i = 0 \). The noise variances are thus independent of \( \hat{s} \) and equal to \( \gamma_0 = I_0/2 \) and \( \forall i \in [1, 3], \gamma_i = 3/2I_0 \). The situation is very similar to the case of additive noise; the variances on the three last elements of the Stokes vector are “equalized,” equal to three times the variance on \( S_0 \), and they are independent of the input polarization state. However, in the case of Poisson noise, these properties are not obtained for all polarimeter structures based on regular tetrahedra but only in the case of measurement matrices \( W_c \) and \( W'_c \).

The results presented in this Letter make it possible to optimize Stokes polarimeters in the presence of Poisson shot noise. It particular, we have shown that polarimeter structures that minimize and equalize the noise variance on each Stokes parameter exist. An interesting perspective to this Letter is to determine the practical polarimeter architectures that make it possible to easily generate a measurement matrix, such as Eq. (14).

The author thanks Arnaud Bénière for fruitful discussions.
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Table 1. Minimal, Maximal Variance, \( \gamma_i^{\text{min}} \), and \( \gamma_i^{\text{max}} \) for Each Element of the Stokes Vector

<table>
<thead>
<tr>
<th>Matrix ( W_a )</th>
<th>( \gamma_i^{\text{min}} )</th>
<th>( \gamma_i^{\text{max}} )</th>
<th>( \alpha_i^{\text{max}} )</th>
<th>( \epsilon_i^{\text{max}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_1 )</td>
<td>150</td>
<td>150</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>( S_2 )</td>
<td>100</td>
<td>200</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( S_3 )</td>
<td>100</td>
<td>200</td>
<td>90</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Matrix ( W_b )</th>
<th>( \gamma_i^{\text{min}} )</th>
<th>( \gamma_i^{\text{max}} )</th>
<th>( \alpha_i^{\text{max}} )</th>
<th>( \epsilon_i^{\text{max}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_1 )</td>
<td>50</td>
<td>250</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( S_2 )</td>
<td>64</td>
<td>237</td>
<td>90</td>
<td>27</td>
</tr>
<tr>
<td>( S_3 )</td>
<td>64</td>
<td>237</td>
<td>90</td>
<td>–27</td>
</tr>
</tbody>
</table>