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We present a compact infrared cryogenic multichannel camera with a wide field of view equal to 120°. By merging the optics with the detector, the concept is compatible with both cryogenic constraints and wafer-level fabrication. The design strategy of such a camera is described, as well as its fabrication and integration process. Its characterization has been carried out in terms of the modulation transfer function and the noise equivalent temperature difference (NETD). The optical system is limited by the diffraction. By cooling the optics, we achieve a very low NETD equal to 15 mK compared with traditional infrared cameras. A postprocessing algorithm that aims at reconstructing a well-sampled image from the set of undersampled raw subimages produced by the camera is proposed and validated on experimental images. © 2012 Optical Society of America
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1. Introduction

Nowadays, both civilian and military applications require miniaturized and cheap optical systems. The constraints on the size and weight of such systems are so demanding that downscaled versions of traditional systems with a single optical axis are reaching their limits because of a loss of resolved points in the final image [1]. A solution to compensate for this problem can be found by looking at nature, where small invertebrates have developed compound eyes [2]. Therefore, mutiaperture imaging seems to be a good approach to designing thin optical systems. Several multichannel systems inspired by the vision of invertebrates have already been proposed [3–15]. All these concepts tend to merge the optical system with the detector, leading to very thin wafer-level camera modules.

Two main multichannel approaches, which differ in the way of dividing the information contained in the scene, can be distinguished. On the one hand, each channel captures a low-resolution image of the overall field of view (FOV), which is known as the thin observation module by bound optics (TOMBO) principle [3,14,15]. Providing nonredundant information between the subimages [16], a high resolution image is retrieved thanks to a superresolution image processing [3,17–21]. On the other hand, the spatial content of the scene can be distributed between the several channels [4–6,8,10–12]. Each channel has a reduced FOV, and the optical axes of the different channels are tilted with respect to each other so that each channel images a small part of the scene. Then, an image processing method has to be applied to stitch all the images together and to reconstruct a final image.
Most of these concepts operate in the visible spectral range [3–7,9–11]. Few address the infrared spectral range: the systems of [14,15] work in the long-wave infrared (LWIR) band (8–12 μm) with an uncooled microbolometer detector array, and the concept of [12] addresses a narrow spectral bandwidth around 1064 nm.

Our field of research addresses cooled infrared detectors operating in the midwave infrared (MWIR) band (3–5 μm). The infrared focal plane arrays (IRFPAs) we traditionally use are sensitive quantum detectors based on HgCdTe technology. They need to be cooled at liquid nitrogen temperature (77 K), which is why they are integrated in a compact Dewar illustrated in Fig. 1. A Dewar is a vacuum chamber closed by a window; a cold shield and a cold diaphragm limit the angle of view of the detector, in order to avoid background emission from the external roof of the Dewar. Because of these packaging conditions, an infrared cryogenic camera has to fulfill several requirements: its optical architecture has to be as simple as possible, and it must have a minimal size. Our approach first consists in integrating a very simple system in the cold shield: it only relies on a traditional lens that images the scene with a very good optical quality [22]. We have also proposed in previous work [8] a cooled multichannel optical system integrated in the cold shield with tilted optical axes to increase the overall FOV. The next step consists in going further in the miniaturization process by integrating an extremely compact optical system directly on the IRFPA, leading to a cooled wafer-level camera module.

This paper aims at demonstrating that a very compact and a large FOV multichannel system can be designed by applying the TOMBO principle. In the field of cooled MWIR IRFPAs. Our solution leads to a thin wafer-level cryogenic infrared camera, which is completely adapted to the demanding packaging environment of IRFPAs operating between 3 μm and 5 μm.

Section 4 gives an insight into the starting point and the optimization of the optical design. Section 5 is an overview of the technological realization of the component. Section 6 deals with experimental characterization of this camera: we have measured its modulation transfer function (MTF), as well as its noise equivalent temperature difference (NETD). We have also developed a postprocessing algorithm that combines the diversity of information contained in the raw subimages produced by the camera to reconstruct a single well-sampled image.

2. Design Strategy Leading to a Compact Multichannel Camera

A. Decreasing the Focal Length: Large FOV System

In previous work [23], we have discussed several strategies to miniaturize optical systems. One of these consists in decreasing the focal length \( f \) of the optical system, which is known as the TOMBO principle [3]. By decreasing \( f \), the amount of aberrations decreases, and thus a simple system based on a single lens only can easily be limited by the diffraction.

Under paraxial conditions, the focal length \( f \) is linked to the FOV of the system with the following equation:

\[
\frac{t_{\text{det}}}{2 \tan(\text{FOV}/2)},
\]

where \( t_{\text{det}} \) is the size of the detector. Therefore, choosing a very small focal length \( f \) for the optical system results in a wide FOV.

However, the main problem that arises when decreasing the focal length is the loss of angular resolution of the optical system. In the next subsections, we define the angular resolution, and we discuss how this limitation can be overcome.

B. Angular Resolution of an Optical System

The maximum resolvable spatial frequency \( \nu_{\text{max}} \) of an optical system is the ability to distinguish small details, which we define by the following equation:

\[
\nu_{\text{max}} = \frac{1}{2} \frac{1}{\lambda} f
\]

where \( \lambda \) is the wavelength of light. This equation shows that the angular resolution is inversely proportional to the wavelength of the light. Therefore, by decreasing the focal length, we can increase the angular resolution.
\[
\nu_{\text{max}} = \min \left( \frac{1}{2p_s}, \frac{1}{t_{\text{pix}}}, \nu_c \right),
\]

where \(p_s\) is the sampling pitch of the focal plane array (FPA), \(t_{\text{pix}}\) is the size of the active zone of the pixel, and \(\nu_c\) is the cutoff frequency of the optical system.

From this equation, it turns out that the resolution of an optical system can be affected by three main contributors, which are illustrated in Fig. 2: the optical cutoff frequency \(\nu_o\), the Nyquist frequency \(1/(2p_s)\) associated with the FPA, and the pixel cutoff frequency \(1/t_{\text{pix}}\). The spatial frequency for which the modulus of the pixel transfer function (respectively the optical transfer function) is equal to 0.

For most traditional optical systems, the angular resolution is limited by the Nyquist frequency associated with the FPA. If we want \(\nu_{\text{max}}\) to be limited by the cutoff frequency of the pixel (assuming that the quality of the pixel is good enough to provide an optical cutoff frequency greater than \(1/t_{\text{pix}}\)), we have to propose innovative multichannel designs.

C. Designing a Multichannel Optical System to Artificially Increase the Nyquist Frequency

In previous work [24], we have shown that a system based on the TOMBO principle (i.e., a multichannel system that provides subpixel shifts between the subimages) associated with a FPA of sampling pitch \(p_s\) is equivalent to sampling one subimage with a monodetector of size \(p_s\), which is scanned with a pitch equal to \(p_s/2\) in the two directions (if parallax effects are not taken into account). In this case, the Nyquist frequency is artificially increased to the value \(1/p_s\), so that no aliasing effects occur anymore. Moreover, we can notice that this artificial Nyquist frequency \(1/p_s\) is also the cutoff frequency of a pixel of size \(p_s\) (which is the maximum frequency we can expect to retrieve). Then, the resolution of the system becomes limited by the pixel cutoff frequency. To increase the range of accessible spatial frequencies, the size of the pixel can be decreased until the technological limit is reached. If we want to go beyond the pixel cutoff frequency, we can decrease the fill factor of the pixels as explained in the next subsection.

D. Decreasing the Fill Factor of the Pixels to Increase the Pixel Cutoff Frequency

If we want to retrieve higher spatial frequencies, we have to decrease the size of the pixel \(t_{\text{pix}}\), while keeping a sampling pitch \(p_s\) constant, because the sampling pitch cannot undergo further reduction. This is equivalent to decreasing the fill factor of the pixels, which is defined by the following equation:

\[
F = \left( \frac{t_{\text{pix}}}{p_s} \right)^2.
\]

The optimal number of nonredundant channels that is needed to provide nonredundant information is equal to [23]

\[
N_{\text{ch}} = \frac{4}{F}.
\]

Thus, the design strategy can be summarized in two main steps:

1. Designing a multichannel system that provides nonredundant information in the subimages enables us to increase the Nyquist frequency to the value of the pixel cutoff frequency, in order to not be limited by the Nyquist frequency.

2. The fill factor of the pixels decreases so that the accessible range of spatial frequencies is widened.

In this design strategy, we assume that the quality of the optical system is good enough so that the optical cutoff frequency remains higher than the pixel cutoff frequency. Then, the resolution of the system is limited by the pixel cutoff frequency.

E. Increase of the Number of Resolved Points in the Final Image Produced by a Multichannel Camera

The number of resolved points \(N_b\) is defined as follows [23]:

\[
N_b = \left( \frac{\text{FOV}}{\text{IFOV}} \right)^2,
\]

where the instantaneous field of view (IFOV) is given by

\[
\text{IFOV} = \frac{1}{f\nu_{\text{max}}}.
\]

The angular resolution of a single channel is limited by the Nyquist frequency, so that \(\text{IFOV}_{\text{ch}} = 2p_s/f\), whereas the angular resolution of the multichannel system combined with a postprocessing algorithm is limited by the cutoff frequency of the pixel, so that \(\text{IFOV}_{\text{multich}} = t_{\text{pix}}/f\).

Then, if we compare the number of resolved points of the multichannel system \(N_{b,\text{multich}}\) with the number of resolved points of a single channel \(N_{b,\text{ch}}\), we...
3. Impact of Technological Constraints on Optical Design

An important point when designing a wafer-level camera based on the principles described in Section 2 is to take into account the technological constraints linked to the manufacturing of the optical module and its assembly near the IRFPA.

A. Manufacturing Small Focal Length Microlens Arrays

As explained in Section 2, the focal length of each channel needs to be small, which results in an important sag height for the microlenses. Two approaches can be carried out to manufacture microlens arrays. On the one hand, diamond turning techniques enable obtaining very important sag heights \[25\]; however, each microlens is manufactured separately, and thus, diamond turning is not compatible with wafer-level fabrication. On the other hand, standard semiconductor technologies involving photolithography, resist processing, and reactive ion etching are well suited for wafer-level fabrication \[26\]; however, sag heights equal to or greater than approximately 100 \(\mu m\) are difficult to obtain. Therefore, while designing the optical system, we have to keep in mind that the maximum sag height is limited to 100 \(\mu m\). Moreover, plano-convex microlenses are easily manufactured at wafer-level without requiring any precise alignment procedure between the two sides of the wafer. Therefore, in the optical design, we choose to use microlenses with one curved surface only.

B. Assembling the Optical Module Near the IRFPA

The optical wafer-level module is assembled with the IRFPA using advanced, innovative, and precise techniques developed at CEA LETI MINATEC. These techniques are directly inspired by the hybridization of an IRFPA. Basically, an IRFPA based on HgCdTe technology is made of an HgCdTe layer (which is sensitive to infrared radiations) and of a silicon readout circuit. The HgCdTe layer and the Silicon readout circuit are connected with indium bumps. The idea is to support the optical module at a short distance from the HgCdTe layer with indium bumps also. The whole assembling process is compatible with wafer-level fabrication and is adapted to the cryogenic environment. This kind of integration, which relies on state-of-the-art technology developed at CEA LETI MINATEC, implies that the back focal length (BFL), which is defined as the distance between the last diopter and the detector, remains inferior to approximately 700 \(\mu m\).

The optical design may require one or several diaphragm layers to provide the pupil of the system and to solve the problem of crosstalk between adjacent channels (a description of the issues linked to crosstalk in the specific case of our system will be discussed in Subsection 4.C). The diaphragm layers can be made either of independent metallic arrays of pinholes or of a metallization on the surfaces of the lenses. From a practical point of view, an independent metallic pinhole array would be supported using the same hybridization techniques as the microlenses. However, in order to avoid stacking too many elements, we prefer using a metallization on the surfaces of the lenses.

The technological constraints and their impact on optical design are summarized in Table 1.

4. Optical Design: Starting Point and Optimization

In the two next subsections, we focus on the design of one optical channel while keeping in mind that it has to be replicated to obtain a multichannel system. The idea is to find which simple optical architecture is best suited to be integrated at a short distance from the IRFPA.

A. Simple Optical System Based on a Single Lens

The simplest system is composed of a diaphragm, a single optical component, and a detector \[23\]. The optical component is a plano-convex lens, for which the curved surface can be turned towards the detector [cf. Fig. 3(a)] or towards the scene [cf. Fig. 3(b)]. We have studied the BFL for these simple optical systems under paraxial conditions using ray-transfer matrix formalism, which aims at identifying the system that has the smallest BFL for a given focal length \(f\).

The ray-transfer matrix formalism is commonly used for a paraxial description of thick optical systems \[27\]. The entire optical system (from the entrance pupil to the detector) is represented by a matrix \(M\) that is derived from the multiplication of all the individual element matrices of the lenses and the corresponding propagation between them. The ray height \(h_{out}\) and the angle \(\alpha_{out}\) to the optical axis of the output ray are calculated from the ray height \(h_{in}\) and angle \(\alpha_{in}\) of the incident ray by

\[
\begin{pmatrix}
 h_{out} \\
\alpha_{out}
\end{pmatrix}
= M
\begin{pmatrix}
 h_{in} \\
\alpha_{in}
\end{pmatrix}.
\]

Table 1. Impact of Technological Constraints on the Optical Design of an Infrared Cryogenic Wafer-Level Camera

<table>
<thead>
<tr>
<th>Technological constraint</th>
<th>Solution compatible with state-of-the-art technology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple system</td>
<td>Minimal number of optical elements (a diaphragm, a detector, and one or two lenses)</td>
</tr>
<tr>
<td>Type of lenses</td>
<td>Plano-convex microlens arrays</td>
</tr>
<tr>
<td>Diaphragms</td>
<td>Metallization on the surfaces of the microlens arrays</td>
</tr>
<tr>
<td>Sag height</td>
<td>Inferior to approximately 100 (\mu m)</td>
</tr>
<tr>
<td>BFL</td>
<td>Inferior to approximately 700 (\mu m)</td>
</tr>
</tbody>
</table>
The BFL of the plano-convex lenses illustrated in Figs. 3(a) and 3(b) can be derived from the general case of a bi-convex lens with radii of curvature \( R_1 \) and \( R_2 \) (\( R_1 > 0 \) and \( R_2 < 0 \)) [cf. Fig. 4]. The detailed calculation of \( f \) and BFL using ray-transfer matrix formalism for a bi-convex lens is recalled in Appendix A. The expressions of the focal length \( f \) and of the BFL of the systems illustrated in Figs. 3(a) and 3(b) (for which \( R_1 = \infty \) and \( R_2 = \infty \), respectively) are derived from Eqs. (A7) and (A8), and they are given in Table 2.

A plano-convex lens with the curved surface towards the scene exhibits a BFL smaller than \( f \), whereas a plano-convex lens with the curved surface towards the detector has a BFL equal to \( f \). Therefore, the system of Fig. 3(b) seems to be well suited to reduce the BFL. However, the predominant aberration of an infrared system is astigmatism, which can be corrected by moving the pupil away from the surface that carries optical power [28]. Therefore, this solution is not efficient if we want to make a metallization on the entrance curved surface.

Then, we choose the plano-convex lens with the curved face towards the detector as the starting point for an optical design based on a single lens. The FOV is equal to 120°. We choose to use an IRFPA with a reduced fill factor equal to \( F = 0.25 \). The size of the active zones will be equal to \( t_{\text{pix}} = 15 \) \( \mu \)m, and they will be implanted in pixels of size \( p_s = 30 \) \( \mu \)m. Then, the design turns to a \( 4 \times 4 \) multichannel system [cf. Eq. (4)]. The nonredundancy between the subimages is obtained by choosing a period for the microlenses that is not a multiple of the detector sampling pitch \( p_s \). We provide a shift equal to 7.5 \( \mu \)m between adjacent channels in the two directions; then the microlens array’s pitch is theoretically equal to 1.8975 mm in the two directions. Therefore, each channel projects an image onto an area of about \( 64 \times 64 \) pixels. As the format of the IRFPA is equal to \( 320 \times 256 \) pixels, we use all the pixels of the detector in the direction of the 256 pixels. The optical quality of one channel was optimized using the commercial software Zemax, and its layout is shown in Fig. 5. It is made of a single plano-convex silicon microlens array. Table 3 sums up the optical characteristics of the multichannel system.

**Table 2. Focal Length and BFL of the Simple Optical Systems Illustrated in Fig. 3**

<table>
<thead>
<tr>
<th>System</th>
<th>Focal length ( f )</th>
<th>BFL</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>( f = \frac{R_2}{R_1 - 1} )</td>
<td>( \text{BFL} = f )</td>
</tr>
<tr>
<td>(b)</td>
<td>( f = \frac{R_2}{R_1 + R_2} )</td>
<td>( \text{BFL} = f(1 - \frac{R_2}{R_1 + R_2}) )</td>
</tr>
<tr>
<td>(c)</td>
<td>( f = \frac{2R_2}{R_1} - e^{\frac{(a-1)^2}{R_1}} )</td>
<td>( \text{BFL} = f(1 - \frac{2R_2}{R_1} - e^{\frac{(a-1)^2}{R_1}}) )</td>
</tr>
<tr>
<td>(d)</td>
<td>( f = \frac{2R_2}{R_1} - e^{\frac{(a+1)^2}{R_1}} )</td>
<td>( \text{BFL} = f(1 - \frac{2R_2}{R_1} - e^{\frac{(a+1)^2}{R_1}}) )</td>
</tr>
<tr>
<td>(e)</td>
<td>( f = \frac{2R_2}{R_1} - \frac{a}{R_1} e^{\frac{(a-1)^2}{R_1}} )</td>
<td>( \text{BFL} = f(1 - \frac{2R_2}{R_1} - \frac{a}{R_1} e^{\frac{(a-1)^2}{R_1}}) )</td>
</tr>
<tr>
<td>(f)</td>
<td>( f = \frac{2R_2}{R_1} - \frac{a}{R_1} e^{\frac{(a+1)^2}{R_1}} )</td>
<td>( \text{BFL} = f(1 - \frac{2R_2}{R_1} - \frac{a}{R_1} e^{\frac{(a+1)^2}{R_1}}) )</td>
</tr>
</tbody>
</table>
Despite the optical simplicity of this solution, manufacturing the microlens array is difficult and not compatible with wafer-level fabrication, since the lens sag height is greater than 100 \( \mu \text{m} \). Moreover, the thickness of the microlens on the optical axis (2.3 mm) is too high for current state-of-the-art technology, and the BFL is not compatible with hybridization techniques.

Then we need to use two stages of microlenses in the optical design. In this way, the optical power may be divided into two diopters, each one having a reduced sag height.

### B. Simple Optical System Based on Two Lenses

We study systems based on only two plano-convex microlenses. For manufacturing purposes, it is easier to consider the case in which the two lenses have the same radius of curvature. Four possible associations (illustrated in Figs. 3(c), 3(d), 3(e), and 3(f)) can be studied in terms of BFL and \( f \). The results are gathered in Table 2.

For the systems illustrated in Figs. 3(c), 3(d), and 3(f), BFL is smaller than \( f \). However, the expression of BFL for system (e) is not easily interpretable. But it is worth mentioning that, for systems (e) and (f), astigmatism could not be corrected efficiently if the diaphragm was made of a metallization on the first curved surface of the assembly.

Therefore, we have to choose between systems (c) and (d). The optical quality of one channel was optimized for these two systems using the commercial software Zemax, and the best optical quality was obtained for system (c). Its layout is shown in Fig. 6. It is made of two plano-convex silicon microlenses with the curved face in front of each other. Table 3 sums up the optical characteristics of the multichannel system.

### C. Diaphragms and Prevention from Crosstalk

To prevent the multichannel system from crosstalk, we provide three layers of diaphragms, which rely on the surface available between adjacent microlenses.

![Diagram](image_url)
A schematic view of the overall system with the layers of diaphragms is given in Fig. 7.

The cold shield is also used to limit the angle of view of the system to a value equal to 120°. The ray corresponding to the maximum field angle for the first channel relies on the edge of the cold shield (cf. Fig. 7). Rays with an angle of incidence greater than 120° also enter the cold shield and are within the FOV of other channels. The field diaphragm (which corresponds to the metallization on the flat face in front of the detector) blocks these rays, and we provide five “nonuseful” pixels between adjacent channels to account for the projection of the field diaphragm on the detector.

5. Technological Realization of the Infrared Multichannel Wafer-Level Camera

The microlens arrays were fabricated at a wafer-level using traditional techniques [26], which enable a very accurate shaping of the lens profile and a precise positioning of the lenses within an array. The manufacturing (lens profile, antireflective coating, chromium and gold diaphragm arrays metallization) has been made by the company SUSS MicroOptics using 200 mm wafer technology.

An IRFPA based on HgCdTe technology with a small pixel fill factor has been made specifically for this wafer-level camera by CEA LETI MINATEC. Then, the optical wafer-level module was assembled with the detector using innovative and precise techniques that are directly inspired by the hybridization of an IRFPA. The whole system is illustrated in Fig. 8. It has been integrated in a Dewar and characterized.

6. Characterization of the Cryogenic Wafer-Level Infrared Camera

A. MTF Performance

We have performed MTF measurements by using the spot scan method: a blackbody illuminates a pinhole placed at the focal point of a collimator, which generates a plane wave at the exit of the collimator. The camera is slightly moved in front of the collimator in order to obtain a well-sampled point spread function (PSF). Then the MTF is calculated as the Fourier transform of the PSF. Figure 9 shows the MTF of all the channels of the camera for different values of the FOV, compared to the theoretical MTF data provided by the optical design software Zemax after taking into account the transfer function of the pixel. The spatial frequency axis has a maximum value of

![Fig. 6. (Color online) Optical layout of one channel of an infrared wafer-level camera based on two plano-convex lenses with the same radius of curvature. The different colors stand for different field angles.](image)

![Fig. 7. (Color online) Schematic layout of the overall system exhibiting the arrays of diaphragms that prevent crosstalk between several channels (MLA: microlens array).](image)
67 Cycles/mm, which corresponds to the Nyquist frequency associated with an FPA of sampling pitch of 7.5 μm. All the channels have similar MTF curves, which means that they are identical from an optical point of view (which is a fundamental hypothesis for image processing, as explained in the next subsection). The quality of the optical system is almost limited by the diffraction, as expected from the theoretical study.

B. Image Reconstruction

We have developed an algorithm based on the classic shift-and-add technique [21] to reconstruct a well-sampled image from the set of undersampled subimages acquired by the camera. It is composed of two main steps: the registration step consists in determining the relative shifts between the subimages with subpixel accuracy, and the reconstruction step aims at adding all the subimages for which the shifts have been corrected using the registration parameters.

First, the subimages are artificially upsampling by a factor \( C \) (theoretically, for our system, \( C = 4 \)) in order to provide an artificial finer sampling grid for the future reconstructed image.

Then, the registration step relies on the two-dimensional correlation between one of the upsampled subimages (which is chosen as a reference) and the other ones. The phase correlation [29] exhibits a two-dimensional thin spot. The coordinates of this correlation peak have to be determined with

Fig. 8. (Color online) Photograph of the infrared wafer-level camera (compared to the size of a two-cent Euro coin).

Fig. 9. (Color online) MTF measurements for all the channels of the camera and for different values of the FOV. (a) FOV = 0°, (b) FOV = 37°, and (c) FOV = 50°. The experimental curves are compared to the theoretical data obtained with the software Zemax. The abbreviations H and V stand for horizontal and vertical, respectively.
subpixel accuracy, which is done by calculating the center-of-mass of the correlation peak. It is worth mentioning that, due to parallax, the relative shifts between the subimages depend on object distance $D$: a calibration step can be carried out by acquiring various scenes in a laboratory setting at several distances of the camera. When a set of parameters is determined in this way, it can be saved as calibration data because it is constant for scenes of fixed depth.

Finally, the reconstruction step consists in adding the upsampled subimages for which the relative shifts are corrected thanks to the registration parameters. In this way, subpixel information becomes available, leading to the retrieval of high spatial frequencies [24].

We imaged a scene in a laboratory setting; the distance between the camera and the scene is equal to $D = 1.60$ m. The scene is composed of a target (illuminated with a flat blackbody at the temperature of 305 K) and a person in the same plane. The raw image acquired by the camera is shown in Fig. 10(a). Figures 10(b) and 10(c) show one of the undersampled subimages and a linear interpolation of this subimage, respectively. The result of the shift-and-add algorithm is given in Fig. 10(d); the improvement in resolution is clearly visible with respect to the linear interpolation of one subimage (for instance, the period and orientation of the slits of the target are not retrieved with the interpolation method, whereas they are with the shift-and-add algorithm).

Then, we imaged comparable scenes at various distances from the camera to determine the set of registration parameters for such fixed depths. For each value of the distance $D$ between the scene and the camera, we compare one of the subimages with the image obtained by applying the shift-and-add technique (cf. Fig. 11). For each distance, we can see that image postprocessing really improves the resolution of one subimage.

C. Noise Equivalent Temperature Difference (NETD)

Studying noise in multiaperture systems is an important issue that has already been addressed in the literature [15,30–32]. We propose here to evaluate the NETD of the cryogenic wafer-level camera. NETD is a figure of merit that is often used to characterize the temperature resolution of an infrared system: it is defined as the temperature difference for which the signal-to-noise ratio (SNR) is unitary. To measure the NETD, we placed a flat blackbody in front of the cryogenic multichannel camera. We

Fig. 10. Image of a scene in a laboratory setting for a distance between the camera and the scene equal to 1.60 m. (a) Raw image acquired by the multichannel camera. (b) One of the undersampled subimages. (c) Linear interpolation of the undersampled subimage (b). (d) Image obtained with the shift-and-add algorithm.
changed the temperature of this blackbody, from an ambient value $T_A$ to a hot value $T_H$. NETD was calculated from these measurements by using the following equation:

$$\text{NETD} = \frac{T_H - T_A}{\text{SNR}} = \frac{T_H - T_A}{\text{mean}(\text{img}_{TH}) - \text{mean}(\text{img}_{TA})},$$

where $\text{img}_{TH}$ and $\text{img}_{TA}$ are the arrays of pixel values corresponding to the images acquired at temperatures $T_H$ and $T_A$, respectively. The signal is defined as the difference between the mean values of these two arrays. The noise is determined by calculating the standard deviation of the array of pixels acquired at temperature $T_H$: $\text{std}(\text{img}_{TH})$. The difference between the two values $T_A$ and $T_H$ must not be too high to stay in the linear regime of validity of Eq. (9). From a practical point of view, we chose $T_A = 293$ K and $T_H = 298$ K. Then, the NETD is measured around a temperature equal to 295 K. For a single optical axis, $\text{NETD}_{\text{one channel}} = 15$ mK for 50% well fill. It is worth mentioning that we obtained a NETD equal to 20 mK with a camera made of a single traditional lens integrated in the Dewar (described in [22]).

As a comparison, the system of [15] operates in the LWIR spectral range with an uncooled microbolometer array and has an NETD equal to 131 mK. Thus, the gain in temperature resolution is close to 10 thanks to the use of a cooled detector and of a cooled optics.

7. Conclusion

We have designed, manufactured, and characterized a thin cryogenic multichannel wafer-level infrared camera, working in the 3–5 μm spectral range and directly integrated on a cooled IRFPA. This prototype is based on the TOMBO principle; each channel has the same wide FOV equal to 120° and a very short focal length (the total track length of the camera is equal to 4.08 mm). It is efficiently prevented from crosstalk between the channels thanks to the use of the cold shield and of a field diaphragm array. The optical system could be fabricated by state-of-the-art microoptics technologies, and it has been integrated on the IRFPA using original and precise hybridization techniques; that is why the camera is compatible with both cryogenic constraints and wafer-level fabrication. The resolution of a single subimage can be highly improved by applying a simple shift-and-add postprocessing algorithm to the set of undersampled raw subimages acquired by the camera. By cooling the whole system at liquid nitrogen temperature, the NETD is significantly reduced with respect to traditional infrared cameras. Within future work, we are going to study the impact of the shift-and-add postprocessing algorithm on the NETD of the reconstructed image.

Appendix A: Expressions of $F$ and BFL for a Thick Bi-Convex Lens Using Ray-Transfer Matrix Formalism

In this appendix, we give the detailed calculation of the focal length $f$ and of the BFL for a bi-convex lens with radii of curvature $R_1$ and $R_2$ ($R_1 > 0$ and $R_2 < 0$) (cf. Fig. 4).

The refractive index of the lens material is $n$. Refraction at the interface of radius $R_1$ is described by the following transfer matrix:
\[ M_1 = \begin{pmatrix} 1 & 0 \\ \frac{1}{n R_1} & 1 \end{pmatrix}. \] (A1)

Propagation through free space of index \( n \) results in the following transfer matrix:
\[ M_2 = \begin{pmatrix} 1 & \frac{d}{n} \\ 0 & 1 \end{pmatrix}. \] (A2)

The refraction on the interface of radius \( R_2 \) is modeled as
\[ M_3 = \begin{pmatrix} \frac{n-1}{R_2} & 0 \\ 1 & 1 \end{pmatrix}. \] (A3)

Then, the transfer matrix \( M_{\text{lens}} \) of the thick lens is calculated by \( M_{\text{lens}} = M_3 M_2 M_1 \), so that
\[ M_{\text{lens}} = \begin{pmatrix} n^{-1} R_2 & 1 + \frac{d}{n R_1} - \frac{n}{R_1} \\ 1 + \frac{n-1}{R_2} & n^{-1} R_2 d n + 1 \end{pmatrix}. \] (A4)

The propagation in free space on the distance BFL is modeled by the following matrix:
\[ M_4 = \begin{pmatrix} 1 & \text{BFL} \\ 0 & 1 \end{pmatrix}. \] (A5)

The definition of the focal length \( f \) implies that \( \alpha_{\text{out}} = -\frac{h_{\text{out}}}{f} \) (the angles are oriented according to anticlockwise direction), where \( h_{\text{in}} \) is the height of the incident ray. Then, Eq. (8) can be written as
\[ \begin{pmatrix} 0 \\ -\frac{h_{\text{in}}}{f} \end{pmatrix} = \begin{pmatrix} 1 & \text{BFL} \\ 0 & 1 \end{pmatrix} M_{\text{lens}} \begin{pmatrix} h_{\text{in}} \\ 0 \end{pmatrix}. \] (A6)

By solving this equation, we find
\[ \frac{1}{f} = (n-1) \left( R_1 - \frac{1}{R_2} \right) + \frac{(n-1)^2}{n} \frac{d}{R_1 R_2}. \] (A7)

and
\[ \text{BFL} = f \left( 1 - \frac{d}{R_1} - \frac{n-1}{n} \right). \] (A8)
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