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1. Introduction

Optical coherence tomography (OCT) is a well-established optical imaging technique with micrometer-scale resolution. OCT is based on low-coherence interferometry to measure the amplitude of light backscattered by the sample being imaged [1-4]. The most significant impact of OCT is in ophthalmology for *in situ* examination of the pathologic changes of the retina [5-8] and measurement of the dimensions of the anterior chamber of the eye [9, 10]. OCT has also been established in a variety of other biomedical applications [11] and for material characterization [12, 13].

Optical Coherence Microscopy (OCM) is an OCT technique where high numerical aperture optics are used to achieve higher transverse spatial resolution. OCM generates *en face* rather than cross-sectional images with the transverse resolution of a microscope. Two general approaches for OCM have been reported to date. The first approach is based on the principle of point-scanning imaging developed in confocal microscopy [13-15]. The second approach involves full-field illumination and detection. Also sometimes termed Full-Field Optical Coherence Tomography (FF-OCT), Full-Field Optical Coherence Microscopy (FF-OCM) is an alternative technique to scanning OCM, based on white-light interference microscopy [16-18]. FF-OCM produces tomographic images in the *en face* orientation by arithmetic combination of interferometric images acquired with an area camera and by illuminating the whole field of view using a low-coherence light source [19-23]. The major interest of FF-OCM lies in its high imaging resolution in both transverse and axial directions, far higher than the resolution of conventional OCT, using a simple and robust experimental arrangement [24, 25]. Two extensions to the FF-OCM technique were recently proposed to provide additional information on the spectroscopic or birefringence properties of the sample being imaged [26, 27].

This chapter reports on the latest developments of the FF-OCM technology. Tomographic images can be acquired in two distinct spectral regions, centered at 750 nm and 1250 nm using two different cameras and a halogen lamp as illumination source. The principle of operation is explained and the system characteristics are reported in details, including the detection sensitivity and spatial resolution. Some limitations of the technique due to sample motion are studied theoretically and experimentally. A few images of biological samples are shown to illustrate the imaging capabilities.
2. The FF-OCM technique

2.1 Instrumentation

FF-OCM is typically based on the Linnik interference microscope configuration [19, 28]. The experimental arrangement is represented schematically in Figure 1. It consists of a Michelson interferometer with identical microscope objectives placed in both arms. Light is split into the reference and sample arms by a broadband beam splitter, with a variation of the ratio transmission/reflection less than 10% in the entire wavelength region of interest (700 - 1600 nm). The polished surface of an Y₃Al₅O₁₂ (YAG) crystal is placed in the reference arm of the Linnik interferometer in the focal plane of the microscope objective. This reference surface in contact with the immersion medium of the microscope objectives (water) provides a reflectivity $R_{\text{ref}} \sim 2.5\%$. A 100 W tungsten halogen lamp is incorporated in a Köhler system to provide uniform illumination of the microscope objective fields with spatially incoherent broadband light. The interferometric images delivered by the Linnik microscope are projected onto two camera arrays, a silicon-based CCD camera (Model 1M15 from Dalsa, 15 Hz, 1024×1024 pixels, 12 bits, called “Si camera” in this chapter) with a maximal sensitivity at the wavelength of ~ 750 nm and an InGaAs area scan camera (Model SU320MS from Sensors Unlimited, 25 Hz, 320×256 pixels, 12 bits, called here “InGaAs camera”) with a maximal sensitivity at ~ 1300 nm. 2×2 pixel binning is applied with the Si camera to increase the dynamic range of the detection, and hence the detection sensitivity as will be explained later. This 2×2 pixel binning is performed numerically after each image acquisition. A dichroic mirror with high reflectivity (>98%) in the 650-950 nm band and high transmission (>85%) in the 1100 -1500 nm is used to separate both spectral bands before detection. Water-immersion microscope objectives (Olympus, 10×, numerical aperture of 0.3) are used to minimize dispersion mismatch in the interferometer arms as the imaging depth in the sample increases, and to reduce light reflection from the sample surface. The length of the interferometer reference arm can be varied without modifying the focus on the reference surface by translating together all the elements placed in this arm using a motorized axial translation stage. Another motorized axial translation stage is used to translate the objective in the sample arm so that the focus plane and the coherence plane always match. This adjustment is performed automatically by entering the proper value of the refractive index of the sample in the graphical interface of the FF-OCM system software.

2.2 Principle of operation

The tomographic signal in FF-OCM is extracted by calculating the amplitude of the interference signal using the principle of phase-shifting interferometry [17-21]. We use here a two-step phase-shifting method, i.e. The tomographic image is obtained by combination of only two interferometric images (two frames), the phase being shifted between each of them [25, 29].

The reference surface is attached to a piezoelectric actuator (PZT) to make it oscillate between two positions distant of a quarter of the illumination center wavelength divided by the refractive index of water, i.e. 0.14 µm when the Si camera is used and 0.23 µm when the InGaAs camera is used. The change of position of the reference mirror thus generates a phase-shift in the interferometer of about $\pi$. An adjustable number $N$ of pairs of phase-
Fig. 1. Schematic of the experimental set-up of FF-OCM. MO, microscope objective; BS, beam-splitter cube; DM, dichroic mirror; PZT, piezoelectric actuator.

opposed interferometric images can thus be acquired by both cameras. The images corresponding to the same phase are summed up, which yields a single pair of frames that can be written as

\[
E_1 = \sum_{n=0}^{N-1} \left[ \int_{2nT}^{(2n+1)T} I_1 dt \right], \quad E_2 = \sum_{n=0}^{N-1} \left[ \int_{(2n+1)T}^{(2n+2)T} I_2 dt \right],
\]

where \( T \) is the integration time of the camera in use. The irradiance (or intensity) \( I_1 \) and \( I_2 \) received by each pixel of the camera are (\( K \) being a proportionality coefficient):

\[
I_1(x,y,z) = K \left( R_{\text{sample}}(x,y,z) + R_{\text{ref}} + 2\gamma(z)\sqrt{R_{\text{sample}}(x,y,z)R_{\text{ref}}} \cos[\phi(x,y,z)] \right),
\]

\[
I_2(x,y,z) = K \left( R_{\text{sample}}(x,y,z) + R_{\text{ref}} + 2\gamma(z)\sqrt{R_{\text{sample}}(x,y,z)R_{\text{ref}}} \cos[\phi(x,y,z) + \pi] \right).
\]

The squared difference of the pair of accumulated frames,

\[
(E_1 - E_2)^2 = 16K^2N^2T^2R_{\text{ref}}\gamma^2(z)R_{\text{sample}}(x,y,z)\cos^2[\phi(x,y,z)],
\]

is proportional to the three-dimensional reflectivity distribution of the sample \( R_{\text{sample}}(x,y,z) \) multiplied by the coherence function \( \gamma^2(z) \). It corresponds to an image of the reflecting or backscattering structures of the sample located in a slice, perpendicular to the optical axis, of width equal to the coherence length (width of the coherence function). This image corresponds to an \textit{en face} tomographic image of the sample at depth \( z \).
One can see from Eq. (3) that the tomographic image contains a term with the optical phase $\phi$. A combination of more than two frames would be required to separate the amplitude and the phase [19-23]. However, due to the size and distribution of the structures in most samples being imaged, interference fringes are generally not visible in the tomographic images. We have adopted a method with only two frames to maximize the processing speed. A tomographic image can be produced at a maximum rate equal to half the camera frame rate, i.e. 7.5 Hz with the Si camera and 12.5 Hz with the InGaAs camera. However, in practice it is necessary to accumulate several interferometric images to improve the detection sensitivity, as will be shown later. The tomographic images are then produced at a frequency on the order of 1 Hz.

3. System characteristics

3.1 Detection sensitivity

Detection sensitivity is a key system parameter in OCT that affects the imaging contrast and penetration depth. Several possible sources of noise have to be considered for the determination of the detection sensitivity in FF-OCM. In addition to the shot noise induced by the fundamental photon noise, other kinds of noise originating from the cameras may not be negligible such as the electrical noise, including the read out noise and the dark noise. Assuming the well of the camera pixels to be full upon maximal illumination, and neglecting the relative intensity noise, it has been shown [19, 21, 22, 30] that the minimal detectable reflectivity can be written as

$$
R_{\text{min}} = \frac{(R_{\text{inc}} + R_{\text{ref}})^2}{4NR_{\text{ref}}} \left( \frac{1}{\xi_{\text{sat}}} + \eta^2 \right).
$$

(4)

The parameter $\xi_{\text{sat}}$ denotes the full-well-capacity of the camera pixels, and $\eta$ the noise-equivalent electrons representing the total electrical noise. One can see from Eq. (4) that increasing the full-well-capacity decreases the value of $R_{\text{min}}$ (i.e. the sensitivity is improved). The full-well-capacity can be increased by custom adjustment of the camera gain setting. However, since increasing the gain also generally causes the electrical noise of the camera to increase in the same proportion ($\eta$ and $\xi_{\text{sat}}$ are proportional) [22, 30], one can see from Eq. (4) that the sensitivity is limited. Besides, a larger full-well-capacity requires a more powerful light source, which constitutes a technological limit. At last, the illumination power that can be tolerated by the sample is also limited, especially when the sample is a biological medium.

One can also see from Eq. (4) that the detection sensitivity depends on the amount of incoherent light, through the parameter $R_{\text{inc}}$. This parameter represents the proportion of incoherent light (light that does not interfere), resulting essentially from backscattering and backreflection by structures within the sample present outside the coherence volume. The detection sensitivity is maximized ($R_{\text{min}}$ is minimized) when $R_{\text{inc}}$ is minimal. For that purpose, all the optical components are antireflection coated and the beam-splitter is slightly tilted to avoid specular reflections. We have measured that the incoherent light coming from the setup without sample represents a reflectivity of $R_{\text{inc}} \sim 0.5\%$. When a biological sample is imaged, the reflection on the sample surface is minimized by index matching, achieved by using water-immersion objectives. The incoherent light coming from typical biological
samples and collected by the microscope objective does not exceed a few percents. The reference mirror reflectivity $R_{\text{ref}}$ has also an influence on the detection sensitivity. By calculating the derivative of Eq. (4) with respect to $R_{\text{ref}}$, one can easily establish that the optimal value of $R_{\text{ref}}$ is reached when $R_{\text{ref}} = R_{\text{inc}}$, which is approximately the case in practice ($R_{\text{ref}} = 2.5\%$).

At last, Equation (4) indicates that the detection sensitivity can be improved with image accumulation (parameter $N$). The benefit of image accumulation is illustrated in Figure 2. A mouse embryo embedded in an agarose gel was imaged with different accumulation numbers. The signal-to-noise ratio in the images is clearly improved when the accumulation number is increased. Since accumulating images increases the acquisition time, this way of improving the detection sensitivity is however limited if the sample is likely to move during this time. In vivo imaging, in particular, may be incompatible with image accumulation. A study of artifacts in FF-OCM induced by sample motion will be presented in section 4.

![Fig. 2. FF-OCM images of a mouse embryo, in vitro, for different numbers $N$ of accumulated images, using the Si camera.](image)

Measurements of the detection sensitivity were carried out. A glass plate was used as low reflectivity sample. The results are summarized in Figure 3 showing the value of $R_{\text{min}}$ in logarithmic scale as a function of the number $N$ of images accumulated by each camera. One can see that a detection sensitivity on the order of -90 dB is achievable with an accumulation of 10 images using the Si camera and 30 images using the InGaAs camera, which represents an acquisition time of ~1 s and 2 s for the Si and InGaAs cameras respectively. The straight lines correspond to the sensitivity calculated with Eq. (4) by taking $R_{\text{ref}} = 2.5\%$ and $R_{\text{inc}} = 0.5\%$ for both cameras. For the Si camera, we considered a full-well-capacity $\xi_{\text{sat}} = 1\times10^6$ (with 2×2 pixel binning) and a noise-equivalent electrons $\eta = 0$; for the InGaAs camera, these parameters were $\xi_{\text{sat}} \sim 8\times10^5$ and $\eta = 400$. The theory is in agreement with the experiment for the Si camera, whereas a discrepancy is observed for the InGaAs camera, which may be explained by the presence of additional noise not taken into account in the model and (or) optical aberrations of the microscope objectives at these large wavelengths.

### 3.2 Wavelength and imaging penetration depth

Detection sensitivity affects the imaging contrast and therefore the imaging penetration depth. For a given sensitivity, however, the imaging penetration depth may depend on the illumination wavelength. The propagation of light in biological media is affected by two wavelength-dependant attenuation mechanisms: scattering and absorption. Scattering is due to the presence of structures within the sample creating refractive index heterogeneities.
The intensity of light scattered by these particles depends strongly on their size and nature. A general tendency of scattering is a decrease of its intensity when wavelength increases [31, 32]. Absorption of light in biological media is dominated by the absorption water. This absorption is minimal at the wavelength of ~ 500 nm and globally increases with wavelength [33]. The optimal wavelength to maximize the OCT imaging penetration depth results from the best trade-off between scattering and absorption. Previous works have shown better imaging penetration depth in highly scattering tissues for OCT operating in the 1300 nm wavelength region compared to 800 nm [34, 35]. Similar results were also observed in FF-OCM [36].

The effect of scattering on the imaging penetration depth was studied in FF-OCM by imaging a highly contrasted sample placed behind a scattering medium. We considered as sample a mask for photolithography made of metallic structures deposited on a glass substrate. The scattering medium was a 3 mm-thick layer of 4% Intralipid solution commonly used to simulate scattering by biological media [37, 38]. Figures 4 shows en face tomographic images in the plane of the glass surface through the scattering layer, obtained with both cameras with the same detection sensitivity (by adjustment of the accumulation number N). The metallic structures of the sample are perfectly revealed by using the InGaAs camera, whereas they are almost completely obscured by the scattering medium when imaged with the Si camera because of much stronger scattering.

When a biological sample is imaged, however, the situation is quite different because the intensity of light backscattered by the structures inside the sample is also wavelength-dependent, which was not the case with the sample considered here. Reduced scattering permits longer propagation distances of useful light, but on the other hand weakens the signal resulting from backscattering by small particles.

3.3 Axial resolution

In conventional OCT, the axial response is governed by the coherence function $\gamma(z)$ equal to the Fourier transform of the effective source power spectrum [3]. Since this technique produces cross-sectional images (B scans), a large depth of focus is generally required, which imposes...
Fig. 4. FF-OCM images, using the Si camera (a) and the InGaAs camera (b), of a mask for photolithography through a layer of 3 mm thick Intralipid solution.

the use of low numerical aperture optics. FF-OCM acquires images in the en face orientation like a conventional microscope, which permits the use of microscope objectives of relatively high numerical aperture (NA). In that case, the axial response is determined not only by the coherence function but also by the depth of focus. Assuming a Gaussian-shaped effective spectrum, the theoretical axial resolution of FF-OCM can be defined, at the surface of the sample, as [19]

$$
\Delta z = \left[ \frac{NA^2}{n_{im} \lambda} + \frac{n_{im} \pi \left( \Delta \lambda \right)}{2 \ln 2 \left( \frac{\lambda}{\Delta \lambda} \right)} \right]^{-1},
$$

where $n_{im}$ is the refractive index of the objective immersion medium, $\lambda$ the center wavelength and $\Delta \lambda$ the full-width at half maximum (FWHM) of the effective optical spectrum given by the product of the light source, the spectral transmission of the system optical components including the sample and the immersion medium themselves, and the spectral response of the camera in use.

The set-up described here is characterized by a relatively modest numerical aperture ($NA = 0.3$) and a very broadband light source (halogen lamp); the axial resolution is then essentially imposed by the temporal coherence in both detection bands. The theoretical axial resolution with the Si camera was calculated to be equal to 0.75 µm ($\lambda = 750$ nm, $\Delta \lambda = 250$ nm). With the InGaAs camera, the absorption by the immersion medium (water) limits the effective spectral range above 1400 nm (although the spectral response of the InGaAs camera extends to 1700 nm). Considering an effective spectrum of width $\Delta \lambda = 400$ nm centered at $\lambda = 1250$ nm, the theoretical axial resolution is 1.3 µm. The use of dry microscope objectives would yield a theoretical axial resolution of 0.9 µm because of a broader effective spectrum. However, it would severely degrade as the imaging depth in the sample increases because of dispersion mismatch in the interferometer [24]. From a certain depth, the axial resolution with dry objectives would even be weaker than the one obtained with immersion objectives. A configuration with water-immersion objectives was therefore favored to minimize dispersion mismatch and also reduce the reflection of light at the surface of the sample. The degradation of axial resolution with depth is then weak, but cannot be totally avoided because of refractive index inhomogeneities in the sample that are at the origin of the image contrast.
We have measured the interferogram response of our FF-OCM system with both cameras using a glass plate as sample (see Figure 5). The coherence function that comprises the interference fringes looks Gaussian with the Si camera. In comparison with broadband sources used in ultrahigh-resolution OCT, such as ultra-short femtosecond lasers or supercontinuum fiber lasers [39, 40], a thermal light source provides a smoother spectrum that does not contain spikes or emission lines that could cause side lobes in the coherence function and create artifacts in the images. The coherence function measured with the InGaAs camera, in contrast with the Si camera, has some wings resulting from dips in the effective spectrum due to water absorption [29, 33, 36]. The experimental FWHM of the coherence function was found to be 0.8 µm for the Si camera and 1.5 µm for the InGaAs camera, close to the theoretical values.

Fig. 5. Interferogram response measured with the Si camera (a) and the InGaAs camera (b). The width (FWHM) of the interferogram envelope is indicated.

3.4 Transverse resolution

The transverse resolution of an imaging system is commonly defined as the width of the transverse point-spread function (TPSF). When the optical system is diffraction-limited (i.e. bare of any optical aberration), the TPSF is the well-known Airy function. In that case an expression of the theoretical transverse resolution is

$$\Delta r = \frac{\lambda}{2NA}.$$  

(6)

The previous equation gives theoretical diffraction-limited resolutions of 1.3 µm and 2.1 µm for the FF-OCM system using the Si camera and the InGaAs camera respectively, when microscope objective with numerical aperture of $NA = 0.3$ are employed.

We have measured the FWHM of the experimental TPSF of our FF-OCM system indirectly by recording an intensity profile across a cleaved mirror. Theoretically, the response is the convolution of a perfect edge and the experimental TPSF and a rectangular function that simulates the image sampling by the camera pixels. We considered here a Gaussian-shaped TPSF. Simulations were carried out to fit the experimental data by adjusting the TPSF width. The results are presented in Table 1. The experimental transverse resolutions are 1.4 µm and
2.7 µm for the Si and InGaAs cameras respectively. The degradation between experimental and theoretical transverse resolution for the InGaAs setup is attributed to optical aberrations of the microscope objectives that are not optimized in the spectral region detected by the InGaAs camera. Their transmission drops from 81% at 800 nm to 59% at 1200 nm. Moreover, optical aberrations are not well corrected, which degrades the image contrast and resolution.

<table>
<thead>
<tr>
<th></th>
<th>Theoretical</th>
<th>Experimental</th>
</tr>
</thead>
<tbody>
<tr>
<td>Δr (µm) Si camera</td>
<td>1.3</td>
<td>1.4</td>
</tr>
<tr>
<td>Δr (µm) InGaAs camera</td>
<td>2.1</td>
<td>2.7</td>
</tr>
</tbody>
</table>

Table 1. Transverse resolution Δr associated to each camera. Microscope objectives with a numerical aperture of 0.3 were employed.

4. Sample motion artifacts

Artifacts resulting from motion of the sample being imaged occur in nearly all biomedical imaging modalities [41-43], including OCT [44]. Great efforts have been made to eliminate these artifacts since they may severely degrade the image quality and cause misinterpretations. In this section, we propose a theoretical and experimental study of motion artifacts in FF-OCM [45]. We distinguish the effect of signal loss and the effect of spurious signal apparition.

4.1 Loss of signal

Optical systems based on interferometry are generally very sensitive to vibrations. Due to the short wavelength of optical waves, path length variations of only a few tens of nanometers may generate significant phase changes, which may cause a blurring of the detected interference signal if the integration time of the detector is not short enough.

In FF-OCM, sample motions along the axial direction generate changes of the optical path length of the interferometer sample arm. In contrast, motions along the transverse direction do not change the optical path length. Assuming monochromatic illumination at wavelength \( \lambda \) and axial displacement of the sample at constant speed \( v \), the optical phase in the interferometer varies linearly with time as

\[
\phi(t) = \frac{4\pi n}{\lambda} vt,
\]

where \( n \) denotes the refractive index of the immersion medium. The tomographic image obtained from the squared difference of two phase-opposed accumulated interferometric images can then be written as

\[
(E_1 - E_2)^2 = 4K^2\gamma^2R_{\text{sample}}R_{\text{ref}} \left[ \sum_{n=0}^{N-1} \left( \frac{2^{(2n+2)T}}{2^{nT}} \cos \left( \frac{4\pi n}{\lambda} vt \right) \right)^2 \right] \]

\[
= 16K^2\gamma^2N^2T^2R_{\text{sample}}R_{\text{ref}} \times B(v),
\]
where

\[
B(v) = \left[ \sin \left( \frac{8\pi n}{\lambda} v NT \right) \right]^2. \tag{9}
\]

One can see from the previous equations that the variation of the amplitude of the tomographic signal with axial speed of the sample is described by the function \( B(v) \). One can define the maximal tolerable speed \( v_{\text{max}} \) as the first zero of the function \( B(v) \), i.e.

\[
v_{\text{max}} = \frac{\lambda}{8nNT}. \tag{10}
\]

The maximal tolerable speed corresponds to a displacement of the sample of \( \lambda/4n \) during the total acquisition time (equal to \( 2NT \)), which corresponds to an optical path length change of \( \lambda/2n \) or a phase change of \( \pi \). Theoretical values of \( v_{\text{max}} \) calculated with Eq. \( 10 \) are reported in Table 2 for both cameras for different accumulation numbers \( N \).

<table>
<thead>
<tr>
<th>Accumulations ( N )</th>
<th>1</th>
<th>2</th>
<th>5</th>
<th>10</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v_{\text{max}} ) (( \mu \text{m/s} )) Si camera</td>
<td>1.05</td>
<td>0.53</td>
<td>0.21</td>
<td>0.10</td>
<td>0.05</td>
</tr>
<tr>
<td>( v_{\text{max}} ) (( \mu \text{m/s} )) InGaAs camera</td>
<td>2.94</td>
<td>1.47</td>
<td>0.59</td>
<td>0.29</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Table 2. Maximal tolerable axial speed of the sample for both cameras. These theoretical values are obtained by computation of Eq. \( 10 \) with \([ T = 67 \text{ ms}, \lambda = 750 \text{ nm} ]\) for the Si camera, and \([ T = 40 \text{ ms}, \lambda = 1250 \text{ nm} ]\) for the InGaAs camera. The immersion medium is water (\( n = 1.33 \)).

We also performed measurements of the amplitude of the tomographic signal as a function of axial speed of the sample. For this experiment, a mirror mounted on a piezoelectric actuator was used as a sample. The position of the mirror at zero voltage applied to the piezoelectric coincided with the focal plane of the microscope objective. Figure 6 shows how the amplitude of the tomographic signal decreases as a function of the mirror axial speed for accumulations of 1, 2 and 3 pairs of images. A very good agreement is observed between the experimental data and the theoretical curves based on Eq. \( 9 \).

In conclusion, the present FF-OCM technique is not appropriate for imaging samples whose axial motion is faster than 1\( \mu \text{m/s} \) typically. \textit{In vivo} imaging may therefore be difficult with this technique. For example the speed of blood flow is a few hundreds of \( \mu \text{m/s} \). Physiological motions such as the cardiac motion may even reach 100 mm/s. For these kinds of applications, a shorter acquisition time is definitely required. High speed systems have been proposed \([45-49]\), making \textit{in vivo} imaging possible. However, the detection sensitivity of these systems is quite low. A real benefit would be to use a camera such that the ratio \( \xi_{\text{sat}} / T \) is larger. The reduction of acquisition time, without loss of sensitivity, would then be approximately inversely proportional to the increase of this ratio, provided that the
Fig. 6. Fringe contrast as a function of axial speed of the sample using the Si camera, for different accumulation numbers $N$. Comparison between experimental data (squares) and theory (lines).

brightness of the light source can be sufficiently increased to fill the pixel wells and that the sample can tolerate a higher illumination power.

4.2 Spurious signal

FF-OCM images are obtained by combination of interferometric images (frames) acquired sequentially in time. The tomographic signal in FF-OCM is generated by the variation of the interferometric signal amplitude induced by the phase-shift introduced between these successive frames by the reference surface oscillation. However, the intensity of light upon each pixel of the cameras may also vary if the backscattering structures of the sample move transversally. This variation of intensity generates a spurious signal, which superimposes on the tomographic signal and may cause misinterpretations of the tomographic images. Axial motion of the sample has much less influence on this spurious signal, since it only causes a defocus, which does not change significantly the intensity of light received by each pixel.

We performed numerical simulations to evaluate the effect of continuous transverse motion of the sample during the integration time of the camera. We considered as a sample a particle smaller than the optical wavelength. The image of this particle on the camera array detector is assumed to be an Airy pattern of dimension determined by the center wavelength and the numerical aperture of the microscope objective (see Eq. (6)), and also the magnification of the complete imaging system. The principle of the simulation is to calculate the variation of intensity on the CCD pixels induced by a transverse displacement of the particle. We consider that the motion of the particle becomes visible when the resulting intensity variation is greater than the minimal detectable reflectivity $R_{\text{min}}$ given by Eq. (4). Figure 7 shows the evolution of the maximal tolerable transverse speed of the particle as a function of its reflectivity for different accumulation numbers. For example, for a particle with equivalent reflectivity of $10^{-5}$ and an accumulation of 5 pairs of images,
transverse motion at speed lower than $\sim 100 \, \mu\text{m/s}$ is not visible. The effect of transverse motion is clearly less severe than the effect of axial motion. Artifacts resulting from transverse motion can even be completely removed if the frames are acquired simultaneously and not sequentially in time. For that purpose, instantaneous phase-shifting interferometry was successfully applied in FF-OCM, at the price of an increase in system complexity, calibration and cost [45, 46, 48, 50].

![Graph](image)

**Fig. 7.** Theoretical maximal transverse speed of a particle versus its reflectivity, using the Si camera. The calculations were done for different accumulation numbers $N$.

### 5. Illustration of imaging capabilities

The imaging capability of FF-OCM in the biomedical field has been extensively reported. Cellular-level resolution images of various ophthalmic tissues [51], embryos and plants [24, 25, 52, 53] have been published. A few other examples obtained with the FF-OCM technique described in this chapter are presented in this section. All the biological samples considered here are biopsy tissues. They were imaged *ex vivo*, with a drop of physiological serum inserted between the microscope objective and the samples. The microscope objectives, with numerical aperture of 0.3, had a working distance of 3.3 mm. The experimental procedure consisted of acquiring a stack of tomographic images at successive depths in constant steps of 0.7 $\mu\text{m}$. Sections in arbitrary orientations could then be computed for display. All the images are presented in logarithmic scale using different colormaps.

Cross-sectional images of rabbit cornea, obtained with both cameras, are presented in Figure 8. Two layers corresponding to the choroid and the sclera of the cornea can be distinguished. As expected, deeper structures can be imaged by using the InGaAs camera. The spatial resolution, however, is better at shorter wavelengths using the Si camera.

Another example of tissue imaged with FF-OCM is presented in Figure 9. The sample consisted of a piece of cartilage removed from a pig shoulder. Two sections in orthogonal orientations (cross-sectional and *en face*) show the distribution of isogenous groups within
the cartilage tissue. The territorial and interterritorial matrices are clearly visible. Within the cartilage matrix, cells are located in spaces called lacunae filled by chondrocyte. In *ex vivo* cartilage, however, the cells frequently shrink and even fall out. Only empty spaces, where the chondrocytes once sat, are probably observed here.

Fig. 8. FF-OCM images of rabbit cornea, *in vitro*, obtained with the Si camera (a) and the InGaAs camera (b). These cross-sectional (XZ) tomographic images are computed from a stack of 800 *en face* tomographic images.

Fig. 9. FF-OCM images, in orthogonal views, of pig cartilage from a biopsy conducted in the region of the shoulder.
A cross-sectional image of human skin obtained with FF-OCM is shown in Figure 10. The skin sample was imaged immediately after a punch biopsy performed in the region of the forearm. The cross-sectional view allows for the visualization of different layers. The epidermis and dermis layers, in particular, can be clearly distinguished. These layers are separated by the papillary region. The reticular region in the dermal layer contains small blood vessels, lymph and nerves, fine collagen and elastic fibers. The epidermis layer is composed of several thinner layers including the stratum corneum, the stratum granulosum, the stratum spinosum and the stratum basale.

![Cross-sectional image of human skin](image)

Fig. 10. FF-OCM cross-sectional image of human skin in the forearm region.

6. Conclusion

FF-OCM is an alternative technique to conventional scanning OCM that provides ultrahigh-resolution images using a simple tungsten-halogen lamp, instead of a sophisticated laser-based source. We have demonstrated here a system capable of imaging in two distinct spectral regions, which is relevant depending on whether one wishes to favor the imaging penetration depth or the spatial resolution. With a spatial resolution approaching that of microscopy, this technology has the potential to replace conventional methods used for histology. In vivo imaging is still difficult with FF-OCM because of the appearance of artifacts resulting from sample motion. With the constant advances in the technologies of cameras and light sources, one can reasonably think that the acquisition speed of FF-OCM will be considerably improved in a near future. FF-OCM would then become a powerful tool for ultrahigh-resolution in vivo imaging without any contrast agent, making in situ examination possible without the need for histological processing of tissues.

7. Acknowledgment

This work would not have been possible without the invaluable contribution of postdoctoral associates and PhD students, including Delphine Sacchet, Gael Moneron, Kate Grieve, Julien Moreau, Elvire Guiot, Wilfrid Schwartz, and Laurent Vabre. I acknowledge the fruitful collaborations with multidisciplinary research teams and the company LLTech. I thank the
ophthalmologists Jean-François Legargasson, Michel Paques, Manuel Simonutti, and José Sahel of the “Laboratoire de Physiopathologie Cellulaire et Moléculaire de la Rétine” at “Institut National de la Santé et de la Recherche Médicale”, and of the Ophthalmology Department, at the “Fondation Ophthalmologique Rothschild” in Paris. We are grateful to the physicists François Lacombe, Marie Glanc, Pierre Léna, from the “Observatoire de Paris”, Ruikang Wang and Ying Yang from Cranfield University (UK). I thank the biologists Jérôme Collignon and Aitana Perea-Gomez, at “Institut Jacques Monod”, Jean-François Riou at “Université Pierre et Marie Curie” in Paris, Luc Fetler at “Institut Pasteur” in Paris, Martine Boccara at “Génoplante” in Evry. Lastly, I am particularly grateful to Claude Boccara for our impassioned discussions.

This research has been supported by the “Centre National de la Recherche Scientifique (CNRS)” and the French Research Ministry (“Ministère de la Recherche”).

8. References


